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Thermal Waves, Criticality, and Self-Organization in Excitable Media
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Thermal waves are noise-sustained excitation patterns in excitable media coupled to a therma
environment. The coherence and spatiotemporal organization of thermal waves is quantitatively
analyzed by utilizing the novel method of coherent space-time clusters. As our main result we find
for strongly correlated thermal fluctuations a power-law scaling of the cluster-size distribution with a
universal exponent—the fingerprint of self-organized criticality. [S0031-9007(97)02454-X]

PACS numbers: 64.60.Lx, 03.40.Kf, 05.40.+ j, 47.54.+r
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Pattern formation in excitable media is an importa
paradigm with many applications in biology and medicin
such as contraction waves on the cardiac muscle, sli
mold aggregation patterns, and cortical depression wa
to name only a few (for an overview, see [1]). While
most theoretical and experimental work is focused o
the propagation of spiral waves, the role of therm
fluctuations for pattern selection and propagation has be
studied only recently [2] by using a stochastic cellula
model. A number of interesting phenomena such
thermal nucleation of patterns and noise controlled larg
scale patterns have been found in those previous studie

In the first part of this Letter, we report on therma
patterns, i.e., patterns which exist only in the presen
of fluctuations. The common feature of patterns
fluctuating media is the stochasticity of their shapes.
the second part, we introduce a method, which enables
to quantitatively describepatterns with stochastic feature
in terms of their statistical properties. In the third part, w
apply this method to thermal waves, revealing interesti
properties such as criticality and in theadiabatic limit
self-organized criticality [3].

The model.—The model, which we adopt in this Letter
consists of a square array of excitable threshold eleme
with lattice constanta. Each elementeij can assume
three states: the quiescent state, the excited state, an
following refractory state. The state of each elementeij

is controlled by an inputxijstd. If the input xijstd is
below a thresholdb, the element is quiescent. Ifxijstd
is crossing threshold from below, the element switch
into the excited state, i.e., it fires. The inputsxijstd are
coupled to a homogeneous thermal environment, i.e.,
time dependence is described by the Langevin equation

Ùxij  2gxij 1

q
gs2jijstd 1

X
n

fijstddst 2 tnd , (1)

with kx2
ijl  s2 and zero-mean, uncorrelated noise

space and timekjijstdjklst0dl  2dsijd,sklddst 2 t0d. The
excitable elements communicate via pulse couplin
When an elementekl fires, it emits a spike which is
received by an elementeij with an intensity depending on
the distancersijd,skld betweenekl andeij. The spikes, sent
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out by firing elementsekl at time tn21  sn 2 1dDt (Dt
is the smallest time scale in our model), are received
the elementseij at time tn, yielding the additional input
pulse in Eq. (1) with the weightfijstd given by

fijstd  k
X

klst2Dtd
exp

µ
2l

r2
sijd,skld

a2

∂
. (2)

This additional input is time dependent via the tim
dependent selection of firing elementsekl , indicated in
Eq. (2) by the time dependence of the summation ind
The parameterl describes the inverse range of th
interaction and the parameterK the coupling strength.
The medium is updated synchronously in time steps of
smallest time scaleDt, being the time interval of firing.
All other time scales are measured in units ofDt. The
proper normalization of this model is given bys2 !
s2yb2, g ! gDt, K ! Kyb [2]. The time step as well
as the threshold is therefore normalized to unity. T
dissipation constantg defines the typical time scale o
the temporal evolution of a single element. For lar
dissipation (g . 1), the element forgets its prehistor
within one time step of temporal evolution, while fo
small dissipationg ø 1, the system—as a whole—ca
build up a long memory. Throughout this Letter w
have used an inverse interaction range ofl  0.1, and
a refractory period of4Dt.

Subthreshold and superthreshold patterns.—It has
been demonstrated [2] that this model shows for lar
coupling K (in the absence of noise) the typical exc
tation patterns of excitable media, i.e., rotating spi
waves or target waves, usually described in terms
reaction diffusion equations with two species [1]. I
the presence of noise, the typical excitation patterns
still be observed, but they exhibit rough wave fron
and—depending on the noise level—more serious i
perfections such as break up of wave fronts and collisio
with noise-nucleated waves. The overall picture in t
large coupling regime is the coexistence of multip
finite-sized cells with coherent patterns.

For weak couplingK , however, the discrete nature o
the model becomes important and different phenome
© 1997 The American Physical Society 1723
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can be observed. This is the regime we are mos
concerned with in this Letter. To maintain a firing pattern
the couplingK has to exceed a critical valueK0 which
is estimated for smalll and negligible curvature effects
as follows: An infinite front of firing elements reduces
the firing threshold of an element next to the front b
an amount ofS0 which is the sum of the contributions
from all firing elements along the front. The elemen
however, is precharged by the sum of the contributio
Spre of firing elements of the front at earlier times (and
larger spatial distances). At the critical coupling, the su
of the prechargeSpre andS0 of an element right before the
front is unity (the normalized threshold), i.e.,

K0sgd ø

s
l

p

3
1

exps2ld 1 expsgd
P`

n2 exps2ln2 2 ngd
.

(3)

For K , K0, all excitation patterns are transient to di
out. In the presence of fluctuations, however, local
coherent structures with finite lifetimes emerge after
transient time. A sequence of snapshots is shown
Fig. 1 for g  0.05 and K  0.07 , K0 ø 0.09. In
Fig. 1(b), one can observe the spontaneous formation

FIG. 1. Snapshots of evolving patterns are shown forK 
0.07, s2  0.15, g  0.05. The snapshots have been take
equidistantly after a transient time of about 1000 time ste
with eight time steps between two consecutive snapshots. T
time is progressing from (a) to (d). The array consists o
100 3 100 elements.
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a curved wave front which resembles the core of a spir
wave. In the subsequent snapshots, one can observe
propagation of the front and its eventual disappearan
[Fig. 1(d)].

Space-time cluster analysis.—To quantitatively analyze
the spatiotemporal properties of thermal waves, we intr
duce here a novel method based on the analysis of coher
space-time clusters. In a first step, we stack the tempo
sequence ofNt snapshots of the medium taken at time
tn  nDt to obtain a large space-time cube which carrie
all the spatiotemporal information within the time interva
NtDt. In the second step, we draw a small cube aroun
each firing element with a spatial side lengthds and a tem-
poral side lengthdt. Overlapping small cubes in atime-
forward direction forms objects which we have termed
coherent space-time clusters. If two thermal waves are
colliding to form one new wave after the collision, the co
herent cluster corresponding to one of the incoming wav
is terminated at the collision. The sizes of the coherent
clusters, i.e., the number of firing elements whose sm
cubes build the cluster, is statistical and characterized
the cluster-size distribution functionpss, td. The time de-
pendence indicates that the distribution can change w
time before a steady-state distribution is approached. T
particular choice of the spatial and temporal side leng
ds anddt , respectively, allows one to analyze the pattern
on adjustable scales. In this Letter, we have chosen t
spatial side lengthds such that the cubes of neighboring
firing elements in space are overlapping, e.g.,ds  1.3a
wherea is the lattice constant. The temporal side lengt
is chosen such that only the cubes of those firing eleme
overlap whose firingis likely to be causally related, e.g.,
dt  1 (the normalized time step).

Numerical results.—In Fig. 2, the cluster-size distri-
butions are shown forK  0.07, g  0.05, and s2 
0.15. For small times,t  10, . . . , 60 (Nt  50) (filled
squares), the cluster-size distribution decays exponentia
with increasing cluster sizes, indicating statistical inde
pendence of firing events. At later times (empty square
regardless of the initial conditions, a remarkable reorg
nization takes place, which manifests itself by the forma
tion of large clusters and a cluster-size distribution whic
scales like a power law, i.e.,pssd ~ s2a . The exponent
a of the cluster-size distribution is almost independen
on the variance of the noise within a wide range. Th
observed variations are within the accuracy of the simul
tions. At afinite value of the dissipation rateg, there is
a critical noise strengths2

c sgd, below which neither ther-
mal patterns nor power-law scaling of the cluster size
can be observed. Furthermore, the power-law scaling
the cluster-size distribution is corrupted at large noise b
an exponential cutoff, where the cutoff size is smalle
than the system size. Decreasing the dissipation rate, i
g ! 0, however, the critical noise strengths2

csgd ap-
proaches zero and the power law is limited only by th
finite system size (see Fig. 3)—being the linear extensio
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FIG. 2. The cluster-size distributions are shown forK 
0.07, s2  0.15, and g  0.05 during the initial interval of
the first 50 time steps (filled squares) and a later time interv
(between 800 and 850 time steps), where the system
reached its steady state (empty squares). The lines through
symbols (actual simulation results) represent an exponentia
pssd ~ exps2sys0d for the initial time interval and a power-
law fit pssd ~ s2a for the steady-state interval. The inse
shows the exponenta as a function of the dissipation rate
g at constant variance of the noises2  0.15. The solid
curve is fitted through the numerical data points (crosses)
guide the eye. The array used for the calculations consists
200 3 200 elements.

of the array due to the slimness of the clusters. In t
inset of Fig. 2, the exponenta is shown as a function
of the dissipation rateg at constant variance of the noise
s2  0.2. For decreasingg, the exponenta approaches
a0  2 from above.

FIG. 3. The normalized cluster-size distribution is shown fo
several dissipation ratesg at constant variance of the noise
s2  0.2. For g  0.005 and 0.05, we have fitted a power
law through the points at small cluster sizes. The deviatio
from this line at large cluster sizes (cutoff) is visible a
g  0.05. The line through the points forg  0.1 represents
an exponential fit. The array used for the calculations consi
of 200 3 200 elements.
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Self-organized criticality—The power-law scaling of
the cluster-size distribution suggests the picture of a
avalanche process rather than the propagation of a no
linear wave. Avalanche processes where the size of t
avalanches scales with a power law have been report
in quite a variety of systems such as in earthquake o
servations and models [4], flux creep in type II supercon
ductors [5], domain-wall motion in ferromagnets [6], and
ricepiles [7]. Many of these experimental results are be
ing discussed in terms of the concept of self-organize
criticality, put forward by Bak and collaborators [3]. The
characteristic features of self-organized criticality are (a
power-law distributed size of fluctuations and (b) self
tuning into criticality. An essential feature of the sand
pile automata [3] and also later models (such as th
Bak-Sneppen model for biological evolution) is that the
avalanches happen instantaneously on the time scale
the perturbation, externally imposed on the system (e.g
a grain of sand thrown on the sandpile). This separatio
of time scales is not a general feature of our model. Th
system evolves and all sites are affected by local fluctu
ations during an avalanche. As observed from the nu
merical simulations, criteria (a) and (b) for self-organized
criticality are not fulfilled for finite values of the dissipa-
tion rateg since tuning of the noise tos2

c is necessary
to obtain power-law distributed cluster sizes. This nois
tuning, however, appears not necessary in the limit of van
ishing dissipationg ! 0 where the cutoff size strongly
increases and the critical noise strengths

2
0 approaches

0. Here criteria (a) and (b) for self-organized criticality
are fulfilled. The significance of the limitg ! 0 is that
time-scale separation of local dynamics and avalanche d
namics is reinstalled. Local dynamics consists of diss
pation with rateg and thermal activation to the excited
state with a mean activation timeTac ~ exps1y2s2d. The
conditions for time-scale separation are that the activatio
time Tac and the relaxation timeg21 have to be larger
than the longest possible duration of an avalanche bein
roughly estimated in dimensionless units by the linear ex
tensionL of the array (a wave front moves one lattice
constant per time interval and shows no significant rota
tion). For the parameters used in Fig. 3, i.e.,s2  0.2
and L  200, the relevant condition for time-scale sepa
ration g , 1yL  0.005 is compatible with the obser-
vation that the cutoff of the power-law distribution has
disappeared atg  0.005. Furthermore, the exponent of
the power-law distributed cluster sizes is close toa0  2
within the regime of time-scale separation. This mean
that the system is—as it should be for a system in a crit
cal state—long-range correlated. Thesuper universalex-
ponenta0  2 has been reported on [8] for the scaling of
the size distribution of time-forward avalanches in model
for invasion percolation [9] and biological evolution [10].

Coherent cluster method vs avalanche statistics.—
The above discussed connection of our model an
self-organized criticality raises the question in how fa
1725
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avalanche statistics, mostly used in the context of se
organized criticality, is related to the method of cohere
clusters introduced in this Letter. In the following, we
list a number of differences in the procedure and scope

(1) The method of coherent clusters is not particular
tailored to explore critical properties of a spatially ex
tended systems.Any spatiotemporal pattern (after a suit
able binary reduction) can be analyzed and characteriz
with this method.

(2) The possibility of varying the spatial and tempora
side length of the small “space-time cubes” around ea
active element allows us to scan the structure of th
coherent clusters ondifferent space and time scales,to,
e.g., measure their fractal properties.

(3) Coherent cluster analysis allows multiple cluste
at the same time. This is particularly important fo
analyzing experimental spatiotemporal patterns [11].

In conclusion, patterns in excitable media coupled to
thermal environment have been analyzed by using a no
technique—the method of coherent space-time cluste
Our focus was on noise-sustained thermal patterns wh
do exist only in the presence of fluctuations. We hav
found that forslow local dynamics, the medium emerge
into a critical state where thermal waves represent pow
law distributed fluctuations. The exponent of the powe
law is found to bea0  2 in agreement with those of time-
forward avalanches of other self-organizing systems su
as invasion percolation or the Bak-Sneppen model for bi
logical evolution. We believe that the link between th
dynamics of excitable media and self-organized criticalit
presented in this Letter, could have quite interesting cons
quences for a number of biological systems with excitab
dynamics such as neuronal assemblies and cortical tiss
In a very recent experiment [11], the method of cohere
space-time clusters, presented here for the first time, h
been applied to analyze the spatiotemporal properties
chemical waves on clusters of hippocampal astrocytes.
in the model discussed here, power-law distributed clu
1726
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ters have been found with the universal exponent aroun
a  2 (variations due to experimental inaccuracies)—
a strong hint that self-organized criticality in excitable
media plays a relevant role for brain functions.
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