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Field Theory of Electromagnetic Brain Activity
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A semiquantitative nonlinear field theory of the brain is presented derived from the quasimicros
conversion properties of neural populations. Realistic anatomical connectivity conditions like
range excitation and short range inhibition are used. Predictions of our field equation are ch
against experimental MEG results. [S0031-9007(96)00748-X]
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The brain is considered as a complex, physical, a
open system that exhibits spatiotemporal behavior
various time and length scales. A necessary condition
this pattern forming character of the brain is a nonline
dynamics and a spatial interconnection of its elements,
neurons. The functional behavior of the brain is encod
in these spatiotemporal structures and can, at least pa
be extracted from the dynamics of the macrosco
quantities measured by the EEG and MEG. Accord
to synergetics [1], this extraction contains all the relev
information about the spatiotemporal behavior of t
brain and has, in general, a small number of degree
freedom. This idea has been formalized to theorder
parameter conceptbased on circular causality: The ord
parameters are determined and created by the cooper
of microscopic quantities, but at the same time the or
parameters govern the behavior of the whole syst
Based on this approach phenomenological models w
set up in the past for different experiments in order
find evolution equations that describe the experiment
observed macroscopic dynamics [2].

The purpose of this Letter is twofold: First, we d
rive a nonlinear partial differential equation from simp
properties of neural populations. This field equation g
erns the dynamics of the macroscopic quantities meas
by EEG and MEG. Second, with respect to a partic
lar MEG experiment by Kelsoet al. [3] we discuss the
obtained field equation analytically and numerically a
prove that it reproduces the experimentally observed p
nomena. An explicit derivation and discussion of the fie
equation will be published elsewhere.

Single neurons have two main state variables:
Dendritic currents are generated by active synapses
serve as current sources causing thewavesof extracellular
fields. These waves mainly correspond to the quanti
measured by EEG and MEG [4]. (2) Action potentia
are generated at the somas of neurons and corres
to pulses. See [5] for a detailed discussion of the
quantities and their experimental measurements.
conversion of pulses to current amplitude occurs
synapses, the dendritic wave amplitude is converted
a pulse frequency at the somas. In contrast to sin
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neurons the pulse-to-wave conversion in neural ensem
is constrained to a linear small-signal range, whereas
wave-to-pulse conversion shows a sigmoidal behavior
These two conversion operations are shown in Fig. 1.

The field variablescesx, td and cisx, td denote the
deviations from a fixed physiological state of excitato
and inhibitory wave amplitude at locationx at the
time point t and cEsx, td, cIsx, td the corresponding
excitatory and inhibitory pulse amplitudes. We define t
conversion operations by

cjsx, td ­
Z

G
dX fjsx, XdHjsx, X, td , (1)

wherej ­ e, i, E, I . Here the functionHjsx, X, td repre-
sents the output of a conversion operation andfjsx, Xd
the corresponding distribution function depending on t
spatial connectivity. The considered surface area of
brain is denoted byG. We utilize a hierarchy in time and
spatial scales known from anatomy and physiology [6,
Synaptic delays, refractory times, and delays due to pro
gation along intracortical fibers (excitatory and inhibitor
are of the order of 1 msec, the neural membrane cons
is in the 10 msec range [8]. Propagation along cortic
cortical fibers (only excitatory) causes delays of up
several 100 msec [8]. The spatial range of connectiv

FIG. 1. On the left the wave-to-pulse conversion operation
neural ensembles is shown, on the right the same situation
the pulse-to-wave conversion.
© 1996 The American Physical Society
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is for intracortical fibers about 0.1 cm and for corticoco
tical fibers 1 to 20 cm [5,6]. Cortical propagation velo
ities are in the range of 1 mysec [7]. The time scale we
want to consider here is in the range of 100 msec, the
tial scale in the range of several cm. Excitatory neuro
have only excitatory synapses, inhibitory neurons only
hibitory synapses [6]. External input is realized such t
afferent fibers make synaptic connections. These fa
lead to the following relations between conversion o
put and pulse amplitudes:

Hesx, X, td ­ SfcEsX, t2 j x 2 X j yydg

ø aecEsX, t2 j x 2 X j yyd , (2)

Hisx, X, td ­ SfcI sX, t2 j x 2 X j yydg

ø aicIsX, t2 j x 2 X j yyd , (3)

and between conversion output and wave amplitudes

HEsx, X, td ­ SefcesX, t2 j x 2 X j yyd

2 cisX, t2 j x 2 X j yyd

1 pesX, t2 j x 2 X j yydg , (4)

HI sx, X, td ­ SifcesX, t2 j x 2 X j yyd

2 cisX, t2 j x 2 X j yyd

1 pisX, t2 j x 2 X j yydg . (5)

Here ae, ai are constant parameters,y the velocity,
pjsX, td external input, andS, Sj the sigmoid functions of
l
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a classj ensemble. The distribution functionsfEsx, Xd
andfI sx, Xd are of short range and can be assumed to
d functions. Inserting these into (1) we obtain

cEsx, td ­
Z

G
dX dsx 2 XdHEsx, X, td ­ HEsx, td

­ Sefcesx, td 2 cisx, td 1 pesx, tdg , (6)

cI sx, td ­
Z

G

dX dsx 2 XdHIsx, X, td ­ HI sx, td

­ Sifcesx, td 2 cisx, td 1 pisx, tdg . (7)

In order to obtain the dynamics of the wave amplitud
cjsx, td with j ­ e, i we insert (2) and (3) into (1) and
obtain

cesx, td ­
Z

G
dX fesx, XdHesx, X, td

­ ae

Z
G

dX fesx, XdcEsX, t2 j x 2 X j yyd ,

(8)

cisx, td ­
Z

G
dX fisx, XdHisx, X, td

­ ai

Z
G

dX fisx, XdcI sX, t2 j x 2 X j yyd .

(9)

Inserting (6) into (8) and (7) into (9) the system reads
cjsx, td ­ aj

Z
G

dXfjsx, XdSjfcesX, t2 j x 2 X j yyd 2 cisX, t2 j x 2 X j yyd 1 pjsX, t2 j x 2 X j yydg ,

(10)
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with j ­ e, i. In its linearized form this set of integra
equations corresponds to the model equations by Nu
[9] and is discussed in [5]. We assume the connectiv
functions to be of the following form:

fjsx, Xd ­ s2sjd21 exps2 j x 2 X j ysjd , (11)

with j ­ e, i. Here the spatial range of the distributio
of the fibers defines a hierarchy in time scales on wh
cesx, td and cisx, td operate. Taking into account tha
intracortical fibers are only local the connectivity functio
fisx, Xd reduces todsx 2 Xd in the short range limit.
Inserting this into (10) withj ­ i the inhibitory wave
amplitudecisx, td becomes

cisx, td ­ aiSifcesx, td 2 cisx, td 1 pisx, tdg . (12)

Taking only linear contributions of (12) into accoun
we obtain the following behavior of the inhibitory wav
amplitude:

cisx, td ø
aiai

1 1 aiai
fcesx, td 1 pisx, tdg . (13)

Here the dynamics ofcisx, td is expressed in terms o
the leading order of the slowly varying field variable
ez
ty

h

t

cesx, td and pisx, td, which means that on this tim
scale the intrinsic dynamics ofcisx, td is negligible. The
higher order contributions of these quantities cause sm
modifications of the corresponding parameters and
neglected here. Inserting (13) into (10), we readily obt
a description in terms of the slow field variablecesx, td
and the modified external input now denoted bypsx, td,

cesx, td ­ ae

Z
G

dX fesx 2 Xd

3 Sefr̃cesX, t2 j x 2 X j yyd

1 psX, t2 j x 2 X j yydg , (14)

where r̃ is a modified density due to the elimination
cisx, td. Using the method of Green’s functions we c
rewrite the above integral equations as a nonlinear pa
differential equation for the fieldcesx, td

c̈e 1 sv2
0 2 y2ndce 1 2v0

Ùce ­

µ
v2

0 1 v0
≠

≠t

∂
3 rsx, td , (15)
961
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rsx, td ­ aeSefr̃cesx, td 1 psx, tdg

ø aehaefr̃cesx, td 1 psx, tdg

2
4
3 a3

e fr̃cesx, td 1 psx, tdg3j , (16)

where n denotes the Laplacian. In (16) we perform
a Taylor expansion around the inflection point of t
sigmoid function which we assumed to be the logis
curve. Hereae is the slope of the sigmoid functio
andv0 ­ yyse. Equation (15) represents the dynam
of the field cesx, td interacting with functional units
psx, td which are embedded as inhomogeneities in
neural sheet.

We now want to tackle the field equation (15) with r
spect to the brain-behavior experiment by Kelsoet al. [3].
In this experiment a subject was exposed to acoustic s
uli and pressed a button in a syncopated motion. T
stimulus frequency at the beginning was set to 1 Hz a
was increased by 0.25 Hz after 10 stimulus repetitions
to 2.25 Hz. Around the frequency of 1.75 Hz the subj
switched spontaneously to a synchronized motion. D
ing this experiment the magnetic field data were recor
over the left parietotemporal cortex, mainly covering t
motor and auditory areas. Detailed analyses of the exp
mental data [10] revealed that phase transition phen
ena can also be observed in the spatiotemporal dyna
of the brain. In the pretransition region this dynamics
dominated by one spatial mode corresponding to one
tionary order parameter state oscillating mainly with t
stimulus frequency. At the critical frequency a transiti
occurs to a new order parameter state with a different s
tial structure mainly oscillating with twice the stimulu
frequency. In the pretransition region the relative ph
between brain signals and acoustic stimulus is locked
bistable, which means that two stationary states co
sponding to antiphase and in phase of the relative ph
between brain and stimulus signal coexist. At the criti
frequency a transition byp from antiphase into in phas
is observed as in the relative phase between motor
stimulus signal. In the posttransition region a monosta
situation corresponding to in phase is present.

We specify the external acoustic stimulus represen
the periodic acoustic signalpsx, td ­ bstsxd sinVt and
assume as a first approximation that the stimulus
localized via a global couplingbstsxd ø bst ­ const in
the neural sheet.V denotes the stimulus frequenc
which represents the control parameter in the present c
Inserting these into (15) we obtain

c̈e 1 sV2
0 2 y2ndce 1 g0

Ùce 1 Ac3
e

1 Bc2
e

Ùce 1

4X
i­1

Ki ­ 0 , (17)

where
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K1 ­ ef2V sin2Vtce 2 cos2Vts Ùce 1 ṽ0cedg ,

K2 ­ CfV cosVtc2
e 1 sinVts2ce

Ùce 1 v0c2
e dg ,

K3 ­ D1sV cosVt 1 v0 sinVtd (18)

1 D2fV cos3Vt 1 sv0y3d sin3Vtg ,

K4 ­ g1
Ù
c .

Here K1 represents a parametric excitation of the neu
tissue with twice the stimulus frequency,K2 a nonlin-
ear term with a parametric coefficient oscillating with t
stimulus frequency, andK3 a linear periodic driving of the
neural tissue with the frequenciesV and 3V. The last
term K4 is obtained from considerations about the mo
feedback loop which we treat here in a linear appro
mation: The finger is assumed to be a linearly damp
oscillator driven by the motor signalcstd which repre-
sents the average activity of the neural sheet in a
approximation. As a feedback the finger oscillator se
a sensory-motor signalK4 to the neural fieldce. Equa-
tion (17) determines the dynamics of a field containi
linear and nonlinear damping terms, ifg0, B . 0, and an
amplitude dependent frequency. The most prominent
ture of the above equations is the parametric excita
of the neural sheet with twice the stimulus frequen
The parametric excitation has two main characterist
First, it provides a frequency selection by enforcing sta
and unstable solutions dependent on the relation betw
vi ­ sV2

0 2 y2nd1y2 and V. The unstable solutions
are obtained forviy2V ­ k, wherek ­ 1y2, 1, 3y2, . . . .
Second, the parametric excitation causes a bistable s
tion for the relative phase between stimulus signal and
first temporal Fourier component of the first field mod
In contrast a linear driving term likeK3 causes a purely
monostable situation which is not observed in the Ke
experiment. Thus the parametric excitationmust be the
dominant excitation.

In order to treat the system (17) analytically we perfo
a mode expansion

cesx, td ­
1X

n­21

jnstd expsinkxd , (19)

wherejnstd ­ jp
2nstd and the asterisk indicates the com

plex conjugate. The geometry of the brain, given by
dimension and the boundary conditions, is an open non
ial question. Two geometries are proposed [5]: a clo
sphere and a closed one-dimensional loop. Here we
sume periodic boundaries of the neural sheet and o
take standing waves into account. In our present o
dimensional description the first experimental order para
eter state corresponds to the spatial mode withn ­ 0 in
(19) and the second ton ­ 1. We make the following
ansatz for the time-dependent amplitudesj0 andj1:

jj ­
2X

m­0

j
smd
j expsimVtd 1 c.c., j ­ 0, 1 , (20)
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where c.c. denotes the complex conjugate. The com
amplitudej

smd
j is slowly varying in time with respect to

2pyV and higher harmonics are neglected. Following
lines in [2] we can investigate the dynamics of the amp
tude and phase ofj

smd
j separately and calculate their tim

independent stationary solutions. The stability of the
stationary solutions can be determined in dependenc
the parameters. In the case of a strong parametric ex
tion of the neural sheet the relative phase between the
modej0 and the stimulus signal will show bistability o
monostability depending on the time-independent stati
ary solutions of the amplitudes ofj

smd
j . This dependence

can be explicitly calculated.
Numerical simulations of (17) yield the following be

havior: Only standing waves are observed. In Fig. 2
first and second rows present the pretransition situatio
V ­ 0.31 wherej0 (bold line) is in the unstable region o
k ­ 1y2 and dominates oscillating withV in phase (first
row) and in antiphase (second row). The stimulus s
nal (dotted line) is also plotted there. All higher mod
are damped. Note that here the terms in phase and
tiphase refer to the situation where the motor behav
is in phase or antiphase with respect to the stimulus
nal. Because of possible fixed phase shifts betweenj0

and the motor signal the field modej0 may be shifted
with respect to the auditory stimulus. The temporal b
havior of j0 directly corresponds to the motor behavi
in the case of the Kelso experiment, since the finger
cillator has been modeled as linearly driven by the m
tor areas in the brain which are localized such thatj0 is
selected as the driving force. The third row shows
transition regime atV ­ 0.4 where the second modej1

(slim line) reaches the unstable regionk ­ 1 and comes
up oscillating with2V. Here the first modej0 performs
a transition byp in the relative phase to the stimulus si
nal and gets damped via the cubic cross coupling. T
bottom row shows the stationary situation in the postr
sition region atV ­ 0.47 dominated byj1. Here j0

has a smaller amplitude and is monostable in the rela
phase to the stimulus signal. The field parameters u
for the numerical simulations arev0 ­ 0.15, V0 ­ 0.35,
ṽ0 ­ 2.3, e ­ 0.5, A ­ 5 3 1023, B ­ 0.4, g0 ­ 0.03,
g1 ­ 0.8, C ­ 0.1, D1 ­ D2 ­ 0. The extension of the
neural sheet isR0 ­ 10. Here the time unit correspond
to 20 msec and the space unit to 1 cm.

In our field equation we made simplifying assumptio
about the boundaries, the distribution of fibers, and
spatial localization of the involved functional units. To
wards a more realistic description an inhomogeneous
tribution of the corticocortical fibers should be considere
Such an inhomogeneous distribution serves as a projec
mechanism among cortical areas and undergoes cha
during the growth of humans from child to adult. Th
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FIG. 2. The temporal behavior of the amplitudes of the fie
modes j0 (bold line) and j1 (slim line) and the external
stimulus signal (dotted line) is plotted over the timet for
different stimulus frequencies. The amplitudes are scaled
arbitrary units and the time in sec. See main text for details

spatial localization of functional units might be related
this development. Other units of the brain like the th
amus or the cerebellum were entirely neglected here
might be embedded within the neural sheet according
the here introduced notion of functional units. Cogniti
aspects are involved in the conversion operations: T
slope of the pulse-to-wave conversion changes with lea
ing, the slope of the wave-to-pulse conversion chan
with arousal.
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