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Imaging the Dimers in Si(111)-(7 X 7)
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High resolution electron microscope images of thd Hi)-(7 X 7) surface in the plan-view geometry
have been analyzed, and the overlap of the top and bottom surfaces has been extracted numerically.
The resultant images show clearly not just the adatoms seen by scanning tunneling microscopy but all
the atoms in the top three layers, including the dimers in the third layer. [S0031-9007(96)01560-8]

PACS numbers: 68.35.Bs, 61.16.Bg, 79.60.Bm

The S{111)-(7 X 7) surface is one of the most, if regions in the pits are less than 300 A thick. The
not the most, complicated surface structure in existencespecimen surface was cleaned by heating at 2800
A mystery for many years, the first reasonably accurateising an infrared light in an ultrahigh vacuum cham-
structure model came from transmission electron diffracber linked to a newly developed ultrahigh vacuum
tion data (TED) [1,2], assisted in part by the observatransmission electron microscope (JEM-2000FXV,
tion of adatoms by scanning tunneling microscopy (STM)operated at 200 kV, resolution 2 A). The vacuum
[3—6]. The results of grazing incidence x-ray diffraction around the specimen during cleaning was in the
[7-9], low energy electron diffraction (LEED) [10,11], 10~® Torr range, and during observation it was kept in
TED [1,2,12], as well as theoretical analyses [13—17], aréhe 10~ ' Torr range.
in agreement with the so-called dimer-adatom-stacking The experimental images were obtained with a zone
(DAS) model. This model consists of 12 adatoms (firstaxis orientation, in which case one should use a full
layer), a stacking fault bilayer (second and third layer)dynamical model with nonlinear imaging for the bulk
within which 9 dimers (third layer) border the triangular reflections. However, here we are interested only in
subunits as the core structure éﬁuz] screw disloca- the weak (2%-3%) surface reflections, for which a
tions, and a deep vacancy at each apex of the unit cell. kinematical approximation with linear imaging will be

While STM was used successfully to image therather accurate. (The highly nonlinear byle0} beams
adatoms on the surface, many of the key features, fovere digitally removed before separation of the images
instance, the dimers in the third layer, are too deep in théook place.) Neglecting any focal difference between the
structure. Another technique, high resolution electrorfop and bottom surface, in this approximation the electron
microscopy (HREM), can obtain atomic scale informationwave leaving the sample can be written as
about surfaces by direct imaging. First employed in Y(r)=1+ic[V() + V(d — r)], 1)
the so-called profile imaging mode [18], there has beewiving an image/(r),
slow progress over the past few years using the more
general plan-view mode [19], where the electron beam is /(r) =1 + ] oT(){V(u) + V*(u)exp27id - u}
perpendicular to the surface of interest. In particular, the
use of noise reduction filters [20] has enabled images to X exp(—2miu - r)du + n(r), )
be obtained at very high resolutions in one case [21].  whereV(r) is the potential of the top surface, the rela-

In this Letter we report results obtained using plan-tivistic interaction constant (u) includes the microscope
view imaging coupled with noise reduction and numericalaberrationsd the translation between the top and bottom
inversion to separate the top and bottom surfaces. Thgurfaces, and;(r) the noise in the images. This trans-
resultant images clearly show not just the adatoms buation can take any of the 49 possible combinations of
also the buried dimers. 1 X 1 lattice translations within the unit cell, plus one of

The sample was prepared from a-type Si(111) the three translation§), 0), (%,%), and(%,%) due to the
wafer of 10—-20 Ohmcm. A disk of 3 mm diameter three different terminationd, B, or C of the ABCABC
was cut from the wafer, then mechanically thinnedbilayer stacking. Hence, there are a total of 147 possible
and dimpled. Chemical etching of the specimen wadranslations. Assuming6mm symmetry, there is suffi-
performed using a HR- HNO; solution. In this fashion cient information, in principle, to determine the transla-
the specimen develops pits on its surface, and thition directly numerically as a free variable. However, in
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FIG. 1. A separated part of the image 1 from 1824 X FIG. 2. A separated, rotationally (sixfold) and translationally

1024 pixel region after rotational (threefold) averaging. Atoms averaged image from image 1. The inset is an image simulation

are black, with slightly darker features at the adatom locationgor a defocus of—36 nm. Atoms are black, with slightly

where two atoms are superimposed. darker features at the adatom locations where two atoms are
superimposed.

practice, a less noise sensitive methodology was used for As a cross-check, Fig. 3 shows the results from image 2
finding which of the possible translations generated th%eparation and translational averaging, with an image
bestR(u) = T(u)V(u), best in the sense of least squaressimulation inset. While at this particular defocus
error between symmetry equivalent Fourier coefficients(—136 nm) one cannot directly see the atomic structure,
[Here R(r), the inverse Fourier transform &f(u), is the  the correspondence between the experimental and calcu-

image of a single surface.] _lated images is fairly good. In fact, there are differences
_To be specific, in Fourier space we used the Wienepetween the images; the calculated image has the opposite
filter phase compared to the experimental one, in particular, for

R(u) = I(wA*(w)/[JAM)]* + |np)*], (3) three reflections(p, 0), (7,2), and(4,4)]. If we obtained
with
A(a) = 1 + exp2wiu - d) (4)

estimating the noise from radial sections and then either
removing the noise first [20] [and using a small positive
value forn(u) in Eqg. (3) as a pseudoinverse] or including
this estimate directly; the results were independent of the
method used.

Using this strategy, we than determin&dr) for two
different images (image 1 and image 2 with different
defocus) using large aread024 X 1024 pixels). For
image 1, separation of the bottom and top surfaces was
done for three different regions, and, for image 2, only
one region was used.

Part of a large area, separated and subsequently (three-
fold) rotationally averaged from image 1, is shown in
Fig. 1. Evident are all the main details of the structure
with “black atoms,” not just the adatoms but also the
dimers. This is even more apparent for the rotationally
and translationally averaged image in Fig. 2. The inset in o _
Fig. 2 is a multislice image simulation for a defocus of FIG. 3. A rotationally (sixfold) and translationally averaged

—36 nm performed using a 3-layer model which matchesmage after separation which fits at a defocus-df36 nm, as
exceedingly well. shown by the image simulation inserted.
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