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Many transient signals from quantum systems result from beats among a large number of levels
energies depend nonlinearly on the quantum number. Typical examples range from time-resolved
femtochemistry to quantum optics of single atoms in cavities. Starting from rather general assum
on the nature of the system, we derive approximate closed-form expressions, which describe
signals in the semiclassical limit. Our approach brings out in a most natural way the phenomen
fractional revivals and full revivals and explains the oscillatory structures observed in recent experim
on atomic wave packets [Phys. Rev. Lett.72, 3783 (1994)]. [S0031-9007(96)01607-9]
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Time-dependent signals originating from a large nu
ber of simultaneously excited quantum levels appea
the physics of wave packets in atoms [1], molecules
and cavity QED [3]. Wave packets explore the cor
spondence principle at the quantum-classical border
Moreover, this field is closely related to laser fem
chemistry [5], which studies molecular dynamics a
chemical reactions “in real time.” Despite the differe
physical nature of these systems and the studied sig
there is a surprising similarity [6] in the overall structu
of their temporal behavior, as exemplified by Fig. 1
the case of an atomic wave packet. In addition to
universal feature of fractional revivals and full reviva
[7–11] in such transient signals, there is also a cer
universality in their fine structure as can be seen fr
Fig. 1(b).

In the present Letter we introduce for the first tim
an analytical approach towards this universal behav
of beat signals. Our analysis describes not only
shapes of individual peaks, but also reproduces prop
the behavior of groups of peaks over a wide time ran
We emphasize that the long-time limit of such multilev
quantum beats has only recently become experimen
accessible [8].

For time intervals, in which relaxation is negligibl
transient signals such as the one of Fig. 1 are gene
of the form [10]

S std 
X
n

Pneivsnd t  eivsnd tSstd (1)

with

Sstd 
X̀

m2`

Pn1m

3 exp

∑
2pi

µ
t

T1
m 2

t
T2

m2 1
t

T3
m3 1 · · ·

∂∏
.

(2)

Here we assume that the distribution of weight factorsPn

is normalizable, has a dominant maximum at the inte
n and the widthDn ¿ 1. The characteristic timesTj 
j ! 2pyjvs jdsndj follow from the derivativesvs jd of the
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frequenciesvsnd of the underlying quantum system wit
respect ton. Note that for definiteness we have chos
the signs of the second and third derivative ofv as in
the Coulombic case, where the spectrum readsEsnd 
2Ryyn2 with the Rydberg constantRy  13.6 eV. In
the semiclassical limit the natural time scalesTj are well
separated and build up a hierarchyT1 ø T2 ø T3 ø · · · .

The temporal behavior of the experimental sign
shown in Fig. 1 is not obvious from theform of Sstd in
Eq. (2). Nevertheless, we can extract the characteri
features by performing an exact transformation of th
sum. The key idea of our approach is a decomposit
into a number of subsums, each of which contains o
terms whose phases are close to each other. We ach
this by combining eachr th term of the original sum to
one subsum. The particular choice ofr depends on the
time interval of interest.

Consider, for example, the behavior ofSstd in the
neighborhood of the timet  qyr T2 where fractional
revivals appear [11]. Hereq and r are mutually prime
integers. It is advantageous to shift the origin of tim
into the region ofqyr T2 and choose it to be an intege
multiple l of T1, that is

t ; lT1 1 Dt ;
q
r

T2 1 eqyrT1 1 Dt , (3)

where the remainderjeqyr j # 1y2. Hence the sum
SsDtd ; Sst  qyrT2 1 eqyrT1 1 Dtd reads

SsDtd 
X̀

m2`
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m WmsDtd , (4)

where
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m ; exp

≥
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and
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© 1996 The American Physical Society 3999



VOLUME 77, NUMBER 19 P H Y S I C A L R E V I E W L E T T E R S 4 NOVEMBER 1996

)

l

r

h

t

3

e

h

o

-
as
the

a-
n
an
rive

ble

to

us

um
ing

full
FIG. 1. Experimental data [7] of the autocorrelation functio
C std  j kcstd j cs0dl j of an atomic wave packet. From (a
we recognize that in the early stageC std is almost periodic
with a period T1 . 15.3 ps corresponding to the typica
energy separation between neighboring eigenstates. Howe
for larger times this periodicity disappears and new featu
emerge: At fractions of another characteristic timeT2 ¿ T1
the system is again periodic, a phenomenon referred to
fractional revivals. The period is now a fraction ofT1. In the
immediate vicinity of the timeT2 . 474 ps the signal would
even restore almost completely its initial shape giving rise
full revivals. However, the same periodicity occurs near t
time point T2y2 . 237 ps as shown in (b), but in this region
the signal pattern is shifted byT1y2 with respect to the initial
one. These fractional revivals show an asymmetric shape w
a fast decay on one side and a slow oscillatory fall down on
other.

Here we have used that according to Eq. (
exps2pimtyT1d  exps2pimDtyT1d. Note that this
representation of the sumS depends on the choice of th
origin of time and thus on the fractionqyr. Hence for
every different time region under consideration we ado
a different representation of the sumS.

We proceed by noting that the functiong
srd
m , Eq. (5),

is periodic inm with period r , that is g
srd
m1r  g

srd
m . In

order to make use of this periodicity we rearrange t
summation with the help of the relationX̀

m2`

am 
r21X
p0

X̀
k2`

ap1kr . (7)

This technique combines those terms to subsums wh
phases are close to each other [12]. Sinceg
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SsDtd 
r21X
p0

gsrd
p

X̀
k2`

Wp1kr sDtd . (8)

We now apply the Poisson summation formula [13]X̀
k2`

fk 
X̀

m2`

Z `

2`
dk fskd exps22pikmd (9)

to the subsums overk in Eq. (8). This allows us to rep
resent the discrete superposition of many harmonics
a sequence of time dependent signals numbered by
index m and arriving one after another. The applic
tion of this formula leads to a significant simplificatio
when the width of each signal in time is shorter th
the separation between two signals. Indeed we ar
at

SsDtd 
r21X
p0

gsrd
p
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m2`

3
Z `

2`
dk W sp 1 kr , Dtd exps22pikmd ,

(10)

where W sx, Dtd is the continuous version ofWmsDtd,
Eq. (6). When we introduce the new integration varia
x  p 1 kr, the integral overx is independent ofp, that
is
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The interchange of the two summations allows one
write the sumS now in the form
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(14)

The exact representation of the sumS in Eq. (12) is the
central result of the paper. It reveals in the most obvio
way the revival structure of the signalS, because each
fractional revival corresponds to a single term in the s
Eq. (12). Before we illustrate this feature by discuss
the functionsW

srd
m and I

srd
m sDtd in more detail, we note

that our method also allows one to investigate the
revivals by settingq  r  1.
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The functionW
srd

m is independent of the distributio
Pn and the timeDt. Thus it acts in the sum Eq. (12) a
a weighting factor. Because of the properties ofW

srd
m

discussed in Ref. [11], only every second term in
sum Eq. (12) has a nonvanishing value whenr is even,
whereas forr odd this is true for every value ofm.

Now we turn to the discussion ofI
srd
m sDtd and its time

dependence. To be specific, we use the example o
Coulombic spectrum together with a Gaussian distribu
for Pn. In order to be consistent with the experimen
data presented in Fig. 1 we choose for the centern and
the varianceDn of the Gaussian the numerical valu
n  46 andDn  2. Hence the timesT1 andT2 take on
the valuesT1 . 14.8 ps andT2  2nT1y3  30.67T1 .
460 ps. In Fig. 2(a) we show by a dashed curve
behavior of the modulus of the sum Eq. (1) in the vicin
of t 

1
2 T2, where the fractional revivals of order1

2 occur.
Here we have evaluated Eq. (1) numerically. We n
that this signal shows very similar features as in Fig. 1

We proceed by evaluatingI
srd
m for the Coulombic case

We first note that for timest of the order ofT2 we can
neglect the quartic term and all higher order terms in
expansion in Eq. (14). In this case we can evaluate
integralI

srd
m sDtd analytically as shown in Ref. [14], whic

yields

I srd
m sDtd  ei FmsDtdGsDtdFmsDtdAi fzmsDtdg . (15)

Here the functionsGsDtd andFmsDtd are defined by

GsDtd  A exp

"
2s

µ
eqyr 1

Dt
T1

∂2
#

(16)

and

FmsDtd  exp

∑
m

µ
Dt
T1

2
m
r

∂∏
, (17)

and Aiszd denotes the Airy function of complex argume
The quantitiesFmsDtd, A, s, and m are real wherea
zmsDtd is complex. For the explicit expressions of the
quantities we refer to Ref. [14].

We are now in the position to understand the lo
tion, shape, and fine structure of each fractional rev
shown in Fig. 2(a). For the time regiont , T2y2 
15.33T1, Eq. (3) immediately gives the parametersq 
1, r  2, l  15, and hencee1y2  20.33. Hence the

weight factor W
s2d

m takes on the valuesjW
s2d

m2kj ; 0
and jW

s2d
m2k11j ; 1. Moreover, we find according t

Ref. [14] A  1.98, s  0.15, andm  2.94.
In Fig. 2(a) we show by a solid line the analy

cal result, Eq. (12), using Eqs. (15)–(17). We find
excellent agreement between the direct numerical ev
ation of the sumS , Eq. (1), and the analytical approx
mation. In Fig. 2(b) we show by a solid curve t
single termjI

s2d
m1sDtdj in the sum Eq. (12), together wit

the GaussianGsDtdyA, the exponentialFm1sDtd, and
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FIG. 2. Fractional revivals of the generic signaljS stdj for
the Coulombic spectrum. In (a) we show by a dashed cu
the exact signal Eq. (1) in the neighborhood oft 

1
2 T2 

15.33T1. The solid line shows the signal using the analytic
result Eq. (12). We indicate on the top of the figure t
relative time Dt introduced in Eq. (3). In (b) we show by
a solid line the termjI

s2d
m1sDtdj, Eq. (15), of the sum Eq. (12)

The GaussianGsDtdyA, Eq. (16), the exponentialFm1sDtd,
Eq. (17), and the absolute valuejAi ssszm1sDtddddj of the complex-
valued Airy function are depicted by the dashed, dotted, a
broken lines, respectively.

jAi ssszm1sDtdddd j. It is the product of the latter two func
tions, which yields the pronounced peak ofjI

s2d
m1sDtdj

centered atDt  0.5T1. The Gaussian, which is inde
pendent of the indexm and centered atDt  2e1y2T1 
0.33T1, just influences the height of the peak, since th
function varies very slowly compared to the other tw
functions. Note that the fine structure of the peak, th
is the oscillating structure on its left wing, results excl
sively from the Airy function. Figure 2(b) clearly show
that the termjI

s2d
m1sDtdj reproduces the fractional reviva

centered att  15.5T1, that is at Dt  0.5T1. Hence
there is a one-to-one correspondence between this si
peak and a single term in the sum Eq. (12) [15]. Mor
over, the detailed analysis of Ref. [14] shows that a lar
value ofjmj results in a broader fractional revival centere
at Dtm  myr T1 with less pronounced oscillations. Th
is consistent both with the numerical example of Fig. 2
and the experimental data of Fig. 1(a).
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When two functionsI
srd
m sDtd andI

srd
m0 sDtd overlap con-

siderably, interferences between these terms in Eq. (
arise. Then the function expfiFmsDtdg and the phase
of the complex Airy function start to play an impor
tant role. Consequently, the sumS exhibits a more
complicated pattern at the edges of the time wind
shown in Figs. 1(b) and 2(a). In this regime there is
simple one-to-one correspondence between individ
terms in the sumS and the pattern. Nevertheless, Eq. (1
still gives a complete description of the signalS in
the vicinity of Dtm by taking into account only a few
terms.

We conclude by noting that the asymmetric oscillatio
apparent in Fig. 2(b) are a universal feature of transi
signals in the long-time limit. They originate from th
Airy function which emerges in the most natural way fro
our theory. The small “forerunner” preceding the ma
wave packet observed experimentally and explained o
numerically in Ref. [7] stems from this Airy function. We
can therefore consider this forerunner as a manifesta
of “rainbow scattering in the time domain” [16].

In summary, we have presented analytical expr
sions which describe the generic structure of sign
originating from a large number of simultaneously e
cited quantum levels. A new representation of the u
derlying sum allowed us for the first time to trea
analytically the influence of higher order dispersion e
fects on quantum beats. The influence of the th
order term has already been observed in Ref. [7]
atomic wave packets. The experimental tools in t
field have become so refined that even higher or
corrections included in our treatment will soon be o
served. Moreover, the recent experimental realization
the Jaynes-Cummings model [9] describing the motion
an ion in a Paul trap provides another arena for pro
ing generic structures in the long-time limit of quantu
beats.
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