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Global Persistence Exponent for Nonequilibrium Critical Dynamics
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A “persistence exponent”u is defined for nonequilibrium critical phenomena. It describes the
probability, pstd , t2u , that the global order parameter has not changed sign in the time intervalt
following a quench to the critical point from a disordered state. This exponent is calculated in mean-
field theory, in then ­ ` limit of the Osnd model, to first order ine ­ 4 2 d, and for the 1D Ising
model. Numerical results are obtained for the 2D Ising model. We argue thatu is a new independent
exponent. [S0031-9007(96)01451-2]
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For many years it was believed that critical phenome
were characterized by a set of three critical exponen
comprising two independent static exponents (other sta
exponents being related to these by scaling laws) a
the dynamical exponentz. Then, quite recently, it was
discovered that there is another dynamical exponent,
“nonequilibrium” (or “short-time”) exponentl, needed
to describe two-time correlations in a system relaxing
the critical state from a disordered initial condition [1,2
It is natural to ask “Are there any more independe
critical exponents?”. In this Letter we propose suc
an exponent—the “persistence exponent”u associated
with the probability, pstd , t2u, that the global order
parameter (e.g., the magnetization of a ferromagn
has not changed sign in timet following a quench to
the critical point from the high-temperature phase. W
calculate u in mean-field theory, in then ­ ` limit
of the Osnd model, to first order ine ­ 4 2 d (d ­
dimension of space) and for thed ­ 1 Ising model. In
fact, it turns out that all these results satisfy the scali
law uz ­ l 2 d 1 1 2 hy2, which can be derived on
the assumption that the dynamics of the global ord
parameter is a Markov process. We shall argue, howev
that this process is in general non-Markovian, so thatu is
in general a new, nontrivial critical exponent.

The persistence exponentu was first introduced in
the context of the nonequilibrium coarsening dynami
of systems at zero temperature [3,4]. In that conte
it describes the power-law decay,pstd , t2u , of the
probability that the local order parameterfsxd has not
changed sign during the time intervalt after the quench
to T ­ 0. Equivalently, it gives the fraction of space
in which the order parameter has not changed s
up to time t. More generally, one can consider th
probability p0st1, t2d of no sign changes betweent1 and
t2. Scaling considerations suggestp0st1, t2d ­ fst1yt2d ,
st1yt2du for t2 ¿ t1.

Exact solutions for one-dimensional systems [4,5] ind
cate that, in general,u is a new nontrivial exponent for
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coarsening dynamics. Recently, we have shown that ev
the diffusion equation exhibits a nontrivial persistence e
ponent, and have developed a rather accurate approxim
theory for this case [6]. The diffusion equation is itsel
a model of ordering dynamics, via the approximate the
ory of Ohta, Jasnow and Kawasaki (OJK) [7], and als
describes, in its essential features, the ordering kinet
of the nonconservedOsnd model in the large-n limit [8]:
The exponentsu for these systems (OJK and large-n) are
just those of the diffusion equation.

In this Letter we introduce and calculate the analogou
exponentu for nonequilibriumcritical dynamics. In this
case, however, one needs to consider theglobal, rather
than thelocal order parameter. This is because individua
degrees of freedom (“spins,” say) are rapidly flipping s
that the probability of not flipping in an intervalt has an
exponential tail. We shall see, however, that the prob
bility for the global order parameter not to have flipped
indeed decays as a power law. One simplifying prop
erty of the global order parameter is that, in the the
modynamic limit, it remains Gaussian at all finite times
This follows from the central limit theorem, on noting
that the order-parameter fieldfsx, td has a finite corre-
lation length,Lstd , t1yz . If the system has a volume
V ¿ Lstdd , the appropriate Gaussian variable is thek ­
0 Fourier component,̃f0std ­ f

R
ddxfsx, tdgy

p
V . From

standard scaling,kf̃2
0 stdl , Lstd22h . This follows from

the k ! 0 limit of the scaling form [1]kf̃kstdf̃2kstdl ­
k2s22hdGfkLstdg.

Our explicit results are derived from the
Langevin equation for the vector order paramete
$f ­ sf1, . . . , fnd:

≠tfi ­ =2fi 2 rfi 2 suyndfi

X
j

f2
j 1 ji , (1)

where $jsx, td is a Gaussian white noise with mean zer
and correlatorkjisx, tdjjsx0, t0dl ­ 2dijd

dsx 2 x0ddst 2

t0d. [For a vector order parameter, we are definingpstd as
© 1996 The American Physical Society
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the probability that a givencomponentof the global order
parameter,$Fstd ­

R
ddx $fsx, td, has not changed sign].

In mean-field theory, valid ford $ 4, we set r ­
0 ­ u. Then thek ­ 0 Fourier component̃fis0, td ­
Fistdy

p
V (where V is the volume) obeys the simple

equation (suppressing the indexi and the arguments)

≠tf̃ ­ j̃ , (2)

indicating thatf̃ executes a simple random walk. The
nonflipping probabilitypstd is therefore just the proba-
bility that the random walker has not crossed the or
gin up to time t. It is given by [9] pstd , jf̃0jy

p
t

for large t, wheref̃0 is the initial value off̃. Finally
one has to average overjf̃0j. For a disordered initial
condition, Fs0d ,

p
V by the central limit theorem, so

f̃0 ­ Fs0dy
p

V is Os1d, the desired average is alsoOs1d,
and pstd , 1y

p
t. We conclude thatu ­ 1y2 in mean-

field theory.
Next we consider the large-n limit. Equation (1) then

simplifies to the self-consistent linear equation

≠tf ­ =2f 2 sr 1 ukf2ldf 1 j , (3)

for each component. Definingastd ­ 2r 2 ukf2l and
bstd ­

Rt
0 ast0d dt0, (3) has the Fourier-space solution

f̃sk, td ­ f̃s0, td expfbstd 2 k2tg

1
Z t

0
dt0 j̃sk, t0d expfbstd 2 bst0d 2 k2st 2 t0dg .

(4)

It is easy to show that the second term, involving th
noise, dominates the first at larget [1]. Retaining only
the second, computingkf2l, and definingg ­ exps22bd
leads to the equation

≠tg ­ 2rg 1 4u
Z t

0
dt0 gst0d

3
X
k

expf22k2st 2 t0dg , (5)

which can be solved by Laplace transformation. Settin
r equal to its critical value,rc ­ 2u

P
k k22 gives

ḡssd ­ fs 1 4uhJ̄s0d 2 J̄ssdjg21, (6)

J̄ssd ­
X
k

ss 1 2k2d21, (7)

from which one deduces̄g , ss22ddy2 for s ! 0, for 2 ,

d , 4. Inverting the Laplace transform gives (withe ­
4 2 d) gstd , t2ey2 for t ! `, whenceb , sey4d ln t,
andastd , ey4t.

The large-n equation of motion (3) therefore reduces to

≠tf̃ ­ sey4tdf̃ 1 j̃ (8)

for the k ­ 0 Fourier component off. The final step
is to eliminate the first term on the right by settingf̃ ­
i-

e

g

tey4c, to give≠tc ­ t2ey4j̃std. Introducing the new time
variablet ­ tx , this equation reduces to the random walk
equation≠tc ­ hstd, with h a Gaussian white noise, if
one choosesx ­ s2 2 edy2. The final result is therefore
pstd , t21y2 ­ ts22ddy4, giving

u ­ sd 2 2dy4, 2 , d , 4 sn ­ `d . (9)

For d . 4, u sticks at the mean-field value of1y2.
Finally, we calculateu to first order in e ­ 4 2 d.

This is most simply accomplished using the method o
Wilson [10]. To ordere the calculation can be carried out
in d ­ 4, by expandingpstd to first order inu, settingu
equal to its renormalization-group (RG) fixed-point value
and exponentiating logarithms.

The perturbative calculation ofpstd is in principle quite
a difficult task. A systematic technique for performing
the perturbation expansion was recently developed by tw
of us [11] in the general context of first-passage-tim
problems for non-Markov Gaussian processes. It amoun
to expanding around the random walk (2) within a path
integral formulation of the problem. Since the globa
order-parameterFstd remains Gaussian at all times (in the
thermodynamic limit), this method is applicable. In the
present work, however, we restrict ourselves to first ord
in e, for which the result can be obtained by elementar
methods. The reason is that the dynamics ofFstd remain
Markov to this order, as we shall see.

First we replaceuyn in (1) by u, to conform to the
conventional notation fore expansions. To first order in
u, one can as usual replace the nonlinear termufi

P
j f

2
j

in (1) by the linearized formsn 1 2dukf2
j lfi. The

required expression forkf2
j l can be evaluated atu ­ 0

and r ­ 0, since rc is also Osud. For this part of the
calculation, therefore, we can use the mean-field result,

f̃kstd ­ f̃ks0d exps2k2td

1
Z t

0
dt0 j̃kst0d expf2k2st 2 t0dg , (10)

to give

kf2
j l ­ D

X
k

exps22k2td

1
X
k

1
k2 f1 2 exps22k2tdg , (11)

where we have usedkf̃ks0df̃2ks0dl ­ D, appropriate to
short-range spatial correlations in the initial state.

To order the critical point isrc ­ 2sn 1 2du
P

k k22.
The effective Langevin equation for thek ­ 0 mode,
correct toOsud, is therefore (suppressing the indexi and
the momentum subscript)

≠tf̃ ­ sn 1 2du

3
X
k

µ
1
k2

2 D

∂
exps22k2tdf̃ 1 j̃ . (12)
3705
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The k integrals are now performed ind ­ 4. It is clear
that the term involving the initial-condition correlatorD

is smaller (by one power oft) than that coming from the
thermal noise, and may therefore be dropped, giving

≠tf̃ ­ sn 1 2d
uK4

4t
f̃ 1 j̃ , (13)

whereK4 ­ 1y8p2 is the usual geometrical factor. Set
ting u equal to its RG fixed-point value [10]up ­ eyfsn 1

8dK4g gives an equation identical to the large-n equation
(8), but with the replacemente ! fsn 1 2dysn 1 8dge.
Making the same replacement in (9), we deduce imm
diately that the exponentu is given by

u ­
1
2

2
1
4

µ
n 1 2
n 1 8

∂
e 1 Ose2d , (14)

which agrees with (9) forn ! `. For the Ising univer-
sality class (n ­ 1), (14) becomesu ­ 1y2 2 ey12 1

Ose2d.
The final soluble limit we consider is thed ­ 1 Ising

model with Glauber dynamics. For this model, the critic
point is atT ­ 0, so the “critical” and “strong coupling”
fixed points coincide. The persistence probabilitypstd
for a single spin has been considered earlier [4]. Ve
recently, it has been shown to decay ast23y8, with
nontrivial results for generalq-state Potts models [5]. The
calculation ofpstd for the global magnetizationMstd is
much simpler. AtT ­ 0 the dynamics is equivalent to a
set of annihilating random walkers (the domain walls). A
each time step, each random walker moves independe
one step to the left or right [12]. Let the number of spin
be N . Then the number of surviving walkers at timet is
of orderNt21y2 [13,14]. The change inMstd in one time
step is therefore of order

p
N t21y4, since the contributions

from the walkers add incoherently. Thek ­ 0 Fourier
componentf̃ ­ My

p
N therefore satisfies the Langevin

equation (up to constants) [15]

≠tf̃ ­ t21y4jstd , (15)

where jstd is a Gaussian white noise,kjstdjst 0dl ­
Cdst 2 t0d, andC is a constant.

This can be reduced to the standard random-w
dynamics through the change of variablet ­ t2. Equa-
tion (15) then reads df̃ydt ­ 2t1y2jst2d ; hstd,
where hstd has correlatorkhstdhst0dl ­ 4Ctdst2 2

t02d ­ 2Cdst 2 t0d, i.e., hstd is a Gaussian white noise
We conclude thatpstd ~ t21y2 ­ t21y4, i.e.,u ­ 1y4 for
this model. It is remarkable, but certainly coincidenta
that theOsed result gives this result exactly, on settin
e ­ 3.

At this point we note a simplifying feature of all the
results presented so far, namely, the underlying dynam
is a Gaussian Markov process in every case. This sho
be apparent from Eqs. (2), (8), (13), and (15). For su
cases one can derive (see below) a scaling law relatinu

to other exponents, namely,

uz ­ l 2 d 1 1 2 hy2 , (16)
3706
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where l describes the asymptotics of the two-tim
correlation function of the global order parameter atTc:
kf̃st1df̃st2dl ­ t

s22hdyz
1 Fst2yt1d, with Fsxd , xsd2ldyz

for x ! `. Using the known resultsh ­ 0, z ­ 2,
l ­ s3d 2 4dy2 for n ­ ` [1], h ­ 0, z ­ 2,
l ­ d 2 fsn 1 2dysn 1 8dgey2 to Osed [1], and
h ­ 1, z ­ 2, l ­ 1 for the d ­ 1 Ising model [13],
one can check that all of the results derived above sati
this scaling law.

Does this scaling law hold generally? We do n
think so: we believe thatFstd is not a Markov process
in general (though it is Gaussian), for the following rea
son. Consider the autocorrelation function for thek ­ 0
mode,kf̃st1df̃st2dl. We have seen that it has the sca
ing form t

s22hdyz
1 Fst2yt1d, with Fsxd , xsd2ldyz for x !

`. Now construct the normalized autocorrelation fun
tion ast1, t2d ­ kf̃st1df̃st2dlykf̃st1d2l1y2kf̃st2d2l1y2. This
has the scaling formast1, t2d ­ fst1yt2d, with fsxd ,
xsl2d112hy2dyz for x ! `. If we introduce the new time
variableT ­ ln t, this becomesAsT1, T2d ­ gsT1 2 T2d,
i.e., the process is a Gaussian stationary process in this t
variable. Also the functiongsT d has the asymptotic form
gsT d , exps2l̄jT jd, with l̄ ­ sl 2 d 1 1 2 hy2dyz.

Now if the process is Markovian,gsTd necessarily has
this exponential form forall T , not just for asymptotically
largeT [16]. Futhermore, the first-passage exponentu is
then equal tōl [9,16,17], which is the origin of the scaling
law (16) for Markov processes. Note that, in the origin
time variables, requiringgsTd to be a simple exponentia
is equivalent to requiring that the scaling functionfst1yt2d
be a simple power oft1yt2 for all t2 . t1, not just
t2 ¿ t1.

So the question of whetherFstd is a Markov process
comes down to the question of whether the scaling fun
tion fst1yt2d [of the normalized autocorrelation function
of f̃std] is a simple power law for allt2 $ t1. The known
results forn ­ `, Osed, and thed ­ 1 Ising model sat-
isfy this requirement. For the last of these, the redu
tion to a random walk makes this transparent. In t
other two cases, it is consequence of the simplicity
the one-loop nature of the calculations, which give simp
powers. ToOse2d, however, the structure of the “water
melon” two-loop graph leads to a nontrivial dependen
on t1yt2, which does not reduce to a simple power [18
It follows that the putative scaling law (16) will fail at
Ose2d: The dynamics of the global order parameter a
non-Markovian in general, and the exponentu is an in-
dependent critical exponent. Similar conclusions follo
consideration of the next term in the1yn expansion.

The exponentu was measured numerically for 2D Ising
systems, using a finite-size scaling technique for square
tices of linear sizeL ­ 24, 32, 48, 64, 96, and128, with
periodic boundary conditions. Starting from a rando
initial condition, the systems were evolved using hea
bath Monte Carlo dynamics at the bulk critical couplin
Kc ­ flns1 1

p
2dgy2. Each system was evolved until th
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global magnetization first changed sign. The fractionpstd
of surviving systems was then computed at each timet,
over a number of runs varying from 200 000 forL ­ 24
to 91 008 forL ­ 128. Finite-size scaling suggests the
scaling formpstd ­ t2ufstyLzd ­ L2uzf̄styLzd, where
z is the dynamic exponent. We therefore plotLuzpstd
againsttyLz , and varyu for the best data collapse. The
dynamic exponent was taken to bez ­ 2.172 [19]. Data
for t , 20 were discarded. The best collapse was o
tained foruz ­ 0.505 6 0.020. Scaling plots foruz ­
0.485, 0.505, and0.525 are shown in Fig. 1.

A finite-size scaling analysis is essential here, as t
data show significant curvature in the “early” time regim
even for the largest systems studied (1282). In the
scaling form Luzpstd ­ FstyLzd, the scaling function
Fsxd must vary asx2u for small x, but the “small-x”
regime in the data is not extensive enough to extract t
exponent from this part of the plot alone. In the large-x
regime, one expectsFsxd , exps2constxd, sinceLz is the
characteristic relaxation time of the system. This behav
is confirmed in studies of smaller systems, where long
runs are feasible. The final part of the scaling plots
Fig. 1 shows the entry into this exponential regime.

It is interesting to compare the numerical result fo
uz with the prediction of the “scaling law” (16). Us-
ing l ­ 1.585 6 0.006 [19], and the exact resulth ­
1y4, (16) givesuz ­ 0.460 6 0.006, compared with the
measured value0.505 6 0.020. This suggests that non-
Markovian violations of the relation (16) may be small, bu
measurable.

In summary we have identified a new exponentu for
critical dynamics. It is the analog of the persistence e
ponents discussed in a number of other contexts recen
and characterizes the time dependence of the probab
that the global order parameter has not changed sign
to time t after a quench to the critical point from the dis

FIG. 1. Finite-size scaling plots for the “persistence”pstd (the
fraction of systems whose total magnetization has not chang
sign) for the d ­ 2 Ising model atTc, with z ­ 2.172 and
a ; uz ­ 0.485, 0.505, and0.525. For clarity, the 0.505 and
0.525 data have been moved up by 0.2 and 0.4, respectively
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ordered phase. We have argued thatu is in general an
independent critical exponent, not related by scaling la
to other critical exponents, although the relation (16)
exact forn ­ `, to first order ine ­ 4 2 d, and for the
d ­ 1 Ising model (for which the dynamics are Markov
ian). The numerical results for thed ­ 2 Ising model,
however, show evidence for non-Markovian effects. Th
corresponding exponent for the global order parame
following a quench into the ordered phase is also of i
terest, and is currently under investigation by numeric
simulations.

Note added.—Recent work by D. Stauffer has extende
our Ising model simulations tod ­ 3, 4, and 5. The
d ­ 3 result is in good agreement with thee expansion
(14), while ford ­ 4 and 5 the results are consistent wit
the mean-field resultu ­ 1y2, as predicted.
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