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Quantitative Phase Imaging Using Hard X Rays
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The quantitative imaging of a phase object using 16 keV x rays is reported. The theoretical
basis of the techniques is presented along with its implementation using a synchrotron x-ray source.
We find that our phase image is in quantitative agreement with independent measurements of the
object. [S0031-9007(96)01227-6]
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X-ray imaging is a subject of wide international interestof the Laplacian of the phase distribution. In the very
because of the high penetrability and short wavelength afoft x-ray region, Schmahl and co-workers have pub-
x rays. However, as the energy of the radiation increase$ished [10,11] phase-imaging work that is a direct analog
the image contrast due to absorption diminishes. Byof Zernike phase contrast microscopy. Momose, Takeda,
comparison, the phase shift, if it can be rendered visibleand Itai [12] have recently published a phase-imaging
remains relatively high. For example, for 10 A radiation, technique based on an x-ray interferometer.
approximately3 um of carbon produces &z phase In this Letter we develop quantitative phase imaging
shift and 50% absorption. If the wavelength is decreasedsing the so-called transport of intensity equation [13]
to 1 A, 3 mm of carbon is required to produce 50%that relates the propagation of the intensity distribution
absorption while onh\80 um is required to producezsr  to the phase distribution in a wave in the paraxial
phase shift. Thus, for imaging with hard x rays there isapproximation. Much work has recently been published
a considerable premium on being able to use phase as tba the solution of this equation, particularly in the context
contrast mechanism. of adaptive optics in the visible region [14—16]. Gureyev

We defingphase-contrast imagings any technique that and Nugent [17] have recently shown how the transport
renders phase variations visible. In the optical regionpf intensity equation may be solved without explicitly
this includes both Nomarski and schlieren techniquesseeking the boundary conditions for the solution. It is
We propose that the terrphase imagingoe limited to  this theoretical work that we develop and implement
techniques that are able to produce an image in which thexperimentally in the current paper.
contrast is proportional to the phase shift. Zernike phase- Consider a scalar paraxial monochromatic wave
contrast imaging falls into this category when the phase
shifts are small. We definquantitative phase imaging u(x,y.z) = I'*(x,y, 2)explikz + ig(x,y.2)} (1)
as techniques that yield quantitative phase images of the, . . .
object. To date, in the x-ray region, quantitative phaseVith intensity I(x, y, z), slowly varying phasep(x, y, z),
imaging is only possible via interferometric techniques;_and k =2m/A. . If the intensity is nonzero ever.ywhere
the temporal and spatial coherence requirements therefof® @n OPen region() of the planez = z, then, inQ,
place severe constraints on the source. In this paper, e Intensity and phase satisfy the transport of intensity
describe a noninterferometric quantitative phase-imagingavation (TIE):
technique. a o

Phase-contrast techniques, as defined in the previous k 9z V- ive). @)
paragraph, have been presented in a number of ear- . . .
lier papers. Differential phase contrast using crystal’ the intensity /(x, y,z) is equal to zero both at the
diffraction was first demonstrated by Forster, Goetz, andPoundary and outsidé), then the TIE, Eg. (2), has a
Zaumseil [1]; these authors described their technique 4ahase solution which is unique up to an arbitrary additive
an x-ray schlieren method. Related work has been putonstant [18]. o _
lished by Somenkov, Tkalich, and Shil'stein [2]; Ingal and_ W€ consider a method for finding the solution to the
Beliaevskaya [3]; Daviset al.[4,5]; Gao, Davis, and JIE in a rectangular regiofl,, = (0,a) X (0,b). We
Wilkins [6]; and Cloetenset al.[7]. All of these ap- introduce the Fourller harmonic#,,, and the standard
proaches provide differential phase contrast, or schliererfcalar productf, ) in Q-
imaging that relies on the deviation of the radiation as it . . .
encounters phase gradients. Snigietval. [8,9] have Win(x.y) = explizmmx/ajexpli2mny/b}.  (3)
also recently performed some work on phase-contrast
imaging that has a close relationship to that presented 1 bora ”
here, and this technique may be shown to yield a map (f.8) = ab ]0 ]0 fley)g (ey)dxdy.  (4)
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The Fourier harmonics are orthonormal with respecuniform beam with a square profile. The prime purpose
to this scalar product. Let the intensity derivative beof the apertures is to limit the effective source size in the
approximated by a finite sum of Fourier harmonics, synchrotron and thus produce enhanced spatial coherence
al in the x-ray beam. Smaller apertures were not used as
k3, = % EnnWonn Iml = M, Inl = N. the effect we seek is effectively the redirection, through
' (5) refractive index variations in the object, of optical energy
from one point in the detection plane to another; this
clearly requires that a significant amount of the object be
= oW, lm| = M, ln] = N. (6) illuminated at any one time.
m,n A commercial carbon electron microscope calibration
To find this phase we take the scalar product (4) of Eq. (2yrid (SPI model 411CG-AB) with a period @30 um
and a Fourier harmoni# ,,, integrate by parts using the was used as our test object. It was placed in an
fact that the boundary integral vanishes,/as 0 at the  approximately square Pb defining aperture. The x-ray
boundary, and obtaiV Ve, VW,,) = F,,. Substituting optical thickness of the grid was measured by observing
the representation Eg. (6), we arrive at the followingthe absorption of 8.05 keV x rays through the grid.
system of algebraic equations for the unknown Fourierhe grid was measured to have an average effective
coefficients of the phase: thickness of68 = 24 um of solid density carbon. The
Z L™p, = abF 7) uncertgintigs arise partial'ly fr.om genuine varie_ltions in
P b4 the grid thickness but primarily from a poor signal to
noise ratio in the absorption measurement due to the low
Lyg = @m)*(mpb/a + nga/b)p-mq-n, (8) absorption of the grid atpthis energy.
where |ml,|lpl =M and |nl,lgl =N, and I, = Our phase-imaging experiments were performed with

(I,W,,) are the Fourier coefficients of the intensity &1 X-ay energy of 16 keV for which maximum absorption
distribution/(x, y, z = 0). by the object is about 0.7%. Our experimental arrange-

This system of equations may be solved in generalfnem did ot _allow us to measure the a_bsorption image
and this will be reported in a further publication. For ©f the object immediately behind the object for 16 keV

the purposes of this Letter, however, let us consider thg r@ys, and so we were precluded from directly observing
special case of a uniform intensity distribution such thath® absorption of 16 keV x rays. However, we took ab-
I(x,y,0) = Ioin Q. andI(x, y,0) = 0 both outside),;, sorption to be negligible in our experiment.

and at the boundary. Clearly, in this cadg, is only A 15 X 15 micron pinhole was placed in front of
nonzero whenp = m and ¢ = n so that the Fourier an Ar filled ion chamber 1.68 m from the object. The

coefficients of the phase reduce to pbject was scanned i_@O um steps and the signal was
(ab)? integrated for ap_pro_X|mater 1 sec at each point of the
T v Foun » (9) scan. The resulting image showed contrast resulting from
@2m)2(m*b? + n*a?)lo the refractive effects in the carbon grid. The resulting
with the range of indices defined following Eq. (8) but data are shown in Fig. 2 after they have been cropped to
where m?> + n2 # 0. Thus, in order to calculate the a square shape and where the large constant background
phase from the z derivative of the intensity in the case ohas been subtracted; this is effectively the valudigfoz
uniform illumination, it is sufficient to perform the Fourier and is therefore the direct input to our reconstruction
transform of kdl/dz, reweight its Fourier coefficients algorithm. These data were Fourier transformed using a
in accordance with (9), and perform the inverse Fouriefast Fourier transform (FFT) algorithm and the resulting
transform. spectrum multiplied by a filter of the form given in
We are thus led to a very rapid approach to the recoverzq. (9).
of the phase from intensity with the unusual benefit Two important steps were taken in preparation of the
that no separate determination of boundary conditions idata for analysis: First, since the intensity distribution
required. A full discussion of this theoretical approachat the object plane was not measured, the input data we
will be presented in a future paper. In the present papeuse foral/oz might be in error by an additive constant
we present the results of an experiment in which thesdue to divergence in the incident radiation. Second,

We seek a phase of similar form,

Cmn =

ideas are tested using hard x rays. in preparation for processing using the FFT, our data
The experiment sketched in Fig. 1 was assembled at
beam line 20 A (Australian National Beamline Facility) Monochromator M50 moje g 168 m P lon

at the Photon Factory synchrotron at KEK in Tsukuba,
Japan. The monochromator was adjusted so as to produce:::zi:
a beam of 16 keV x rays. The resulting x-ray beam has a L amaer
divergence of approximately 0.38 mrad in the horizontal Beam defining
and 0.037 mrad in the vertical. Tw®00 um square slits

apertures were placed in the beam to produce a highly FIG. 1. Schematic of the experimental arrangement.
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FIG. 2. Experimental data with the large constant background FIG. 3. Direct reconstruction of the experimental data.
subtracted. The contrast on the data before background

subtraction was approximately 7%. . . . L
PP y would inevitably lead to noise amplification around the

zeros in the reconstructing filter. In order to eliminate
Shis problem and to take a very conservative approach
image reconstruction, we used a modified filter that
Qpproximately compensated for the source blurring.
€ The blurring due to a square source may be compen-
sated by multiplying the Fourier components of the image
by F(k) = ak/sin(ak), where2a is the source width. In
our data, we used a deblurring filter of the form

were cropped to a square format which precluded th
direct measurement of the edge effects in the data. T
consequence of the first step is the loss of any informatio
on the divergence in the incident field. The consequen
of the second is the loss of information at the boundary.
Loss of information on the divergence of the field
will be manifest as the presence of th& Zernike
polynomial in a Zernike decomposition of the phase

image [16]. The removal of the boundary signal is . k| = 3
equivalent to the addition of some linear combination , 1 — — (ak)? 2a
of “diagonal” Zernike polynomials to the phase image F'(k) = 27 (10)
where the diagonal Zernike polynomials represent the |ak| k| > 3
class of phase variations that are manifest only at the 2a

boundary in this form of experiment [16]. To eliminate This filter always amplifies the spatial frequencies less
these components we perform a Zernike decompositiothan or equal to the amount required by the full decon-
of the phase image and subtract the low-order diagonalolution filter F(k) [i.e., |F'(k)| = |F(k)| V k] and is a
components and th&, component. The practical effect smooth function that very closely mimics the true filter to
of this subtraction is to eliminate the slowly varying second order folk| = 3/2a.
background indirectly produced by the preparation of our The effective source siza in our experiment was
data for analysis. This approach was very successfullirectly determined by scanning an edge through the
and the resulting image is shown in Fig. 3; note that theexperimental setup. The modified full reconstruction filter
Zernike decomposition is most conveniently performeds shown in Fig. 4. It can be seen that the suppression
on a circular set of data. Prior to this subtraction,of frequencies is much less than for the unmodified
the low-order components obscured much of the imagélter but that no frequencies are amplified; the result is
information. that the reconstruction is sharper while remaining rather
The apertures used in the experiment limited thdnsensitive to noise contamination. The image after the
effective source shape to a well-defined square. It ispplication of the modified filter is shown in Fig. 5, and it
straightforward to show that the resulting phase image isan be seen to be much sharper when compared with the
the true phase image convolved with the square sourgarevious image.
distribution. In principle, then, the image could be As reported earlier, we measured the x-ray optical
corrected by deconvolving out the effect of the sourcehickness of the object using 8 keV x-ray absorption.
using standard Fourier techniques. However, this cours€his measurement allows us to predict the phase shift
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x rays. The experimental arrangement is extremely
simple, and our phase imaging implies a phase shift for
the test object that is in quantitative agreement with that
deduced from an independent absorption measurement.
We take the agreement between our measured phase shift
and the simple absorption-based deduction as experi-
mental confirmation that our phase images are indeed
quantitatively correct.
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