VOLUME 77, NUMBER 6 PHYSICAL REVIEW LETTERS 5 AIGUsT 1996

Electron Temperature Measurements of Solid Density Plasmas
Produced by Intense Ultrashort Laser Pulses
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We report the first spatially and temporally localized measurements of 500 eV electron temperatures
in solid density Al plasmas generated by3ax 107 W/cn?, 170 fs laser. Expansion velocities of
marker layers from various depths are sampled with mass-resolved ion time-of-flight spectroscopy.
Hydrodynamic simulations relate the measured velocities to the sound speed, determining the
temperature along the central axis of the plasma. Results are consistent with conductive heating of
the first 1000 A. [S0031-9007(96)00721-1]

PACS numbers: 52.70.Nc, 52.40.Nk, 52.50.Jm, 52.65.Kj

Recent advances in high intensity sub-ps laser technoby thermal electron pressure. Thus, expansion velocities
ogy have allowed new regimes of hot dense matter tdrom surface and embedded materials are indicative of
be investigated [1-6]. Plasmas in the kilovolt temperasuprathermal and thermal temperatures, respectively. The
ture range at near solid densities are relevant to areasork presented in this Letter is novel in that embedded
such as intense x-ray source development [6] and for inetayers are used to mark the plasma expansion as a function
tial confinement fusion applications [7]. The macroscopicof depth in the target. Expansion velocity measurements
properties of these plasmas are determined by compleare then related by the hydrodynamic cadeNeXx [22] to
interactions such as laser absorption mechanisms at highe local temporal peak of the electron temperature, as a
intensities [4,5], and the generation and transport of radiafunction of depth. Each local temporal temperature peak
tion [8—10] and particle fluxes [11-14]. occurs as the heat wave propagates through that location.

Dense, high temperature plasmas are typically studBy observing ion velocities from the central axis of the
ied by x-ray spectroscopy, particle emission, and Doppleexpansion, only the plasma heated by the spatial peak of
shift spectroscopy. lon time-of-flight (TOF) measure-the intensity profile is sampled, providing effective spatial
ments have been used previously to determine supratheasolation. Thus, we believe these to be the first measure-
mal electron temperatures of plasmas produced by lasemsents that sample both the spatial and temporal peak of
with pulse lengths from 1 ps [15]to 1 ns [16]. lon energythe thermal electron temperature.
distributions with MeV proton energies have recently been The experiments were conducted at the Lawrence Liv-
reported from 3 ps laser pulses [17]. Spatially and tempoermore National Laboratory Ultra Short Pulse Laser Fa-
rally averaged x-ray spectra of sub-ps laser produced plasility. The laser utilized chirped pulse amplification in
mas have shown electron temperatures of a few hundreti:Sapphire [23,24]. The 170 fs, 800 nm laser pulses were
eV [9,10]. However, determining the peak temperaturérequency doubled to provide an intensity contrast greater
from x-ray spectra is problematic, since the fastest reportethan 107, at 1 ps before the peak of the 400 nm pulse
x-ray streak camera response is 0.89 ps [18], while simu5]. With a FWHM (Gaussian fit) focal spot df um
lations presented here indicate cooling times of a few hunand an energy delivered to the target of 6 mJ, the peak in-
dred femtoseconds. Attenuation of céd emission with  tensity obtained wa3 x 10'7 W/cn?. The targets were
depth in the target has been used to measure the suprathelectron-beam deposited films on Kodak projector slide
mal electron temperature [13,14] but does not measure theover glass. The base layer wlag.m of aluminum. This
thermal electron temperature. Doppler shift measurementsas overcoated with 100 A of MgF The final layer was
have been used to determine temperatures at lower intenemprised of aluminum stripes of thickness from 100 to
sities [19,20] but interpretation requires the inclusion of5000 A. All data were collected with the same laser oper-
ponderomotive effects abou®'’ W/cn? [21]. ating conditions and without breaking vacuum. The laser

For sub-ps laser heating, solid density plasmas are pr&nergy and pulse width typically varied by less than 10%
duced with scale lengths shorter than the laser wavelengtkhot to shot. The laser was incident af 2&lowing ions
Hydrodynamic expansion of such plasmas should be reldo be collected normal to the target. TBeolarization
tively simple to measure and interpret theoretically. lonsdata presented here were slightly elliptical, due to a mis-
from the surface expand during the laser pulse, and ther@natched wave plate.
fore are driven by an electron distribution which may con- Performance of the magnetically separated ion time of
tain a suprathermal component. For the plasma conditionfight spectrometer has been described elsewhere [25].
of this Letter, expansion from depths greater that00 A lons enter through 850 um slit (59 cm from the target)
occurs after the laser pulse, and therefore is driven onlgnd are deflected by an electromagnet before striking
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a microchannel plate detector (70 cm from the targetplanar geometry. The Lagrangian mesh has sufficient
coupled to an optical streak camera. The signature of eadlesolution to resolve the laser absorption near the critical
ionic species is a straight line on the streak camera imagsurface. The laser absorption is calculated by solving the
A typical image with a 100 A thick Mgk marker layer Helmholtz wave equations [26] using the ac conductivity
embedded at 500 A is shown in Fig. 1. Note the presencmodel described in Ref. [5]. Calculations are performed
of protons and carbon ions resulting from hydrocarborfor both SandP linearly polarized light with an angle of
contamination of the target surface. lon separation byncidence of 22. In the case of-polarized light, heating
charge to mass ratio allows observation of the flight times due only to inverse bremsstrahlung. Popolarization,
from the marker layer. The instrument sensitivity isheating from resonant absorption is also included using
sufficient to easily observe 100 A thick marker layers, evera simple model that includes damping due to collisions,
5000 A into the target. For subsequent discussion, ionaave breaking, and Landau damping [26]. Ponderomotive
will be considered as coming from the middle of a markereffects that couple the laser field to the hydrodynamics are
layer and the time of flight as the average for that layer. also included. A non-LTE (—local thermal equilibrium)
Plotted in Fig. 2 are ion TOF speeds as a functiorntime-dependent average-atom atomic model is used in
of marker depth, for bott? and S polarization. Each the calculations to determine the average charge state
point averages three to five measurements taken at a peakd pressure in the plasma. A thermal flux limiter (FL)
laser intensity of3 x 10'7 W/cn?, with the error bars between one (as used in Ref. [5]) and 0.1 is applied.
representing the overall scatter in the data. The velocities The plasma expands normal to the target along the cen-
decrease with depth roughly as'/2. The P-polarized tral axis, which passes through the center of the laser spot.
velocities are~25% higher than thé&-polarized data. The Because of the laser intensity profile, the radial pressure
results are compared with simulations below. gradient also drives a slight (relative to axial) radial expan-
The laser absorption and hydrodynamics are simulategion. As a result, only ions originating from the center of
using theLASNEX hydrodynamics code in one dimensional the laser spot would enter the detector, neglecting ion ther-
mal motion. Preliminary 2D simulations indicate that the
centrall wm region expands into air5° cone. Because
., UV fiducial of expansion, the ion mean free path eventually exceeds
the radial scale length. lon thermal motidf; (< 5 eV)
then allows some radial mixing, and we estimate that ions
originating within only0.3 wm of the central axis can be
detected. Thus, we sample only intensities within 3% of
the peak. Also, the 2D simulations show only a (3—5)%
decrease in velocities along the central axis as compared

2 4
E E C3 with 1D results. Therefore 1D simulations using the peak
e 3 "Og, laser intensity should correctly model the ion TOF data in
m 5 0g, our geometry.
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peak laser intensity o8 X 10'7 W/cn?. The solid squares
FIG. 1. Streak image from the ion time-of-flight sg)ec- and open circles are foP and S polarization, respectively.
trometer. The Mgk marker layer was embedded at 500 A.  Simulation results are shown as curves.
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10%° . . . . . 0.8 and adiabatic constang. However, for finite energy
>R ,70.4 pS deposition on a semi-infinite surface, the temperature at the
| W7 107 m plasma-solid interface decreases in time during expansion
& i W\ los 2 due to energy transport into the cold material. Simulations
S10°f — De';s];ﬁ"d K-_‘ s show thatvm/csp, ~ 3 near the surface, as would be
z \\_osps |0 &  expected fory = 5/3, and that the ratio is closer to one
c lo.a 3 for depths larger tharr ¢, T1a5r. A Simple analytic model
e 3 derives a similar result and will be presented elsewhere
g10%%} 108 3 [27]. Sincecs; = +/yZT./m;, we find the temperature
g 12ps 102 7 from
<
Temperature—>_°'1 - 7T, = m; < Csp(d) >2 2 1
ot L — 7 3@ i) VTP @
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2
Distance (microns) where vror is the measured velocity, whiley and

FIG. 3. LASNEX simulations of electron density and electron Vterm/Csp @re calculated from simulations. We ﬁ?d_' for
temperature at times of 0.4, 0.6, and 1.2 ps after the peak dlepths between 100 and 1000 A thatvierm /csp)” IS
laser pulse. The initial laser solid interface is at the origin andonly weakly dependent upon plasma conditions, varying
the laser fear = 3 X 107 W/cn) is incident from the right.  py Jess than=20% through more than an order of mag-
nitude in laser intensity and flux limiterZT, calculated
o _ . from Eg. (1) is thus relatively model independent.,
Shown in Fig. 3, for a peak laser intensity 8fX s then found self-consistently using an ionization table
107 W/cn?, are 1DLASNEX calculations of electron den- (non-LTE, derived from the simulations).
sity and temperature at three different times during the Using Eq. (1) and the measured velocities from a peak
expansion. Electrons are cooled both by heat conductioser intensity of3 x 107 W/cn?, the peak electron
into the target and by expansion. As the plasma expandgemperatures are calculated and plotted in Fig. 4. From the
the electrqn thermal energy is convertgd to ion klnet!c enuncertainty iny (viem /csp)?, and that in the measurements,
ergy, and ions approach terminal velocity{,). Termi-  we estimate a total uncertainty in the reduced temperature
nal velocities from the simulations are plotted in Fig. 2.data of +36%. The electron temperature determined
Though we make no attempt here to optimize the flux lim-directly fromLASNEX simulations is also shown in Fig. 4,
iter, it is apparent that for some value between 0.1 and Ishowing similar values and depth dependence for depths
agreement can be found with the measured velocities, fdess than 1000 A. The mass density at the peak sound
depths/ < 1000 A. Larger depths and suprathermals will speed (and temperature) is also plotted. lons nearest the
be discussed later. Note that the lower three curves (alyacuum-solid interface reach the highest temperature, but

sorption into thermal electrons) have similar shapes, bufue to expansion achieve maximum temperature at less
shifted values. Value shifts result from differences in ab-

sorbed energy, with Fli= 0.1 having a hotter absorption
region, but lower overall absorption than £ 1. The P
shape (or slope) is simply indicative of the energy trans- [
port into the target.

The slope with depthd) of the calculated velocities may
be understood from a simple scaling argument. As dis-
cussed belowyem (d) < cp,(d), the peak sound speed at
the time the heat wave reaches degtim the target. Ma-
terial near the surface is conductively heated before energy
is transferred to hydrodynamic motion, %p o« E,/d for
timest > 7.5 (Ep iS the deposited laser energy angl.,

is the pulse width of the laser). Sineg, = Tel/z, we find ’
vierm * d V2. At larger depths, hydrodynamic energy is 0 e 1
no longer negligible and the calculated velocities decrease

more quickly with depth. The apparent agreement between
the measured and calculated slopes for depth800 A FIG. 4. Peak electron temperatures deduced from the experi-
therefore indicates conductive heating of this region. ~ Mental data of Fig. 2. The solid squares and open circles

To det ine th Kt i in the ol are for P and S polarization, respectively. Peak electron
0 aetermine the peak temperafures In the plasma, Wemperatures and mass density from simulations with=FL

first relateviem to ¢y, For examplep = 2cy/(y = 1) are shown as curves. Peak laser intensity vas 107 W/cm?
for semi-infinite expansion with initial sound speeg,  for both simulation and data.
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Referring to Fig. 2, the calculated velocities quickly fall )
below the measurements for deptis> 2000 A, The [1] D. strickland and G. Mourou, Opt. Commub6, 219

: - : - (1985).
f[hermal conduction modell used in the simulations [28] 2] R.M. More et al, J. Phys. (Paris), Collogd9, C7-43
is generally less accurate in dense, lower temperature rex (1988)

gimes and may be partially responsible for the discrepancy.[s] A. Ng et al., Phys. Rev. B51, 5208 (1995).
Nonlocal transport models and calculations with small flux 4] . m. MilchBerg etal, phys_' Rev. Lett61, 2364 (1988).

limiters decrease inward heat flow [29,30], and would [5] D.F. Priceet al., Phys. Rev. Lett75, 252 (1995).
worsen the discrepancy. Since the presence of suprathers] J.C. Kiefferet al., Phys. Fluids B5, 2676 (1993).

mal electrons is suggested by the observation of protong7] J.D. Lindl et al., Phys. Today5, No. 9, 32 (1992).

with energies of 100 and 50 keV, ferandS polarization, [8] See, for example, special issue &adiative Properties
respectively, we consider the possibility that suprathermal ~ of Hot Dense Matteredited by R.W. Lee [J. Quant.

electrons from the laser-surface interaction penetrate and _ Spectrosc. Radiat. Tran$4 (1995)].

heat the deeper regions, thus raising the velocities deep?] Y- Teubneret al.,Phys. Plasmag, 972 (1995).
0] P. Audeberet al., J. Phys. B27, 3303 (1994).

Ihe Scase 1 atiributed 1o the cquivalent mtensity of 1296LL] P Audeberet al, Euophys Lett 189 (1992).
. 0[12] Z. Jianget al., Phys. Plasmag, 1702 (1995).

P from the Wallve—plat.e mlsma_tch.) FuI_I treatment of the 13] H. Chenet al., Phys. Rev. Lett70, 3431 (1993).
laser-plasma interaction requires solution of the Fokkeri4] A, Rousseet al., Phys. Rev. E50, 2200 (1994).
Planck equations coupled to the laser field [31]. Howeverjis] p.D. Meyerhoferet al., Phys. Fluids B5, 2584 (1993).
the effects of suprathermal electrons can be qualitativelyi6] S.J. Gitometet al., Phys. Fluids29, 2679 (1986).
calculated by adding a nonthermal electron component of17] A.P. Fewset al., Phys. Rev. Lett73, 1801 (1994).
the surface. Simulations were performed in which 3% of{18] R. Shepherct al., in Proceedings of X-ray and UV De-
the laser energy (a 50% increase in absorption) was de- tectors SPIE Proceedings Vol. 2278 (SPIE—International
posited into 50 keV electrons near the surface. The effect ~ Society for Optical Engineering, Bellingham, WA, 1994),
of suprathermals om, is due to preheating at large p. 78.
depths rather than a direct effect of the suprathermal pret?] H:M. Milchberg and R.R. Freeman, Phys. Rev.44,
sure. We then find better agreement for dep#2600 A 2211 (1990).

: : * [20] B.-T.V. Vu et al., Phys. Rev. Lett72, 3823 (1994).
. In summary, measurements of the expansion ve_>I00| 21] X. Liu and D. Umstadter, Phys. Rev. Let69, 1935
ties of marker layers have demonstrated the generation of ~ (1992).
500 eV solid density plasmas. Our measurements providg2] G.B. zimmerman and W.L. Kruer, Comments Plasma
both spatial and temporal localization of the thermal elec- ~ Phys. Controlled FusioH , 51 (1975).
tron temperature. Faf < 1000 Aagreement between the [23] J.D. Bonlie et al., in Proceedings on Generation, Am-
slopeof ion velocity and the simulation results suggests plification, and Measurement of Ultrashort Laser Pulses,
that conduction dominates the heat flow in this region,  SPIE Proceedings Vol. 2116 (SPIE-International Society
and the velocities and electron temperatures fall within the _ for Optical Engineering, Bellingham, WA, 1994), p. 312.
range of simulation results for F& 0.1 to 1. Velocities [Zg} \év gu \é\:n;te‘?gtii’%g\" ngi' ﬁ?s%r%iﬁ%gsgszgl(lg%)
from larger depths cannot be matched by hydmdy”"’?m'ﬁe] E. Alley, in LLNL Report No. 160-165, 1992
simulations in which laser energy is absorbed solely int

’ -127] M. E. Foordet al. (to be published).
thermal electrons. However, adding a 50 keV electron tal|[28} Y.T. Lee and R. lE/l Morl?au PIhyS. IzluidSY 1273 (1984).

as suggested by the observations of hot protons, improvgsg] 3. pelettrez, Can. J. Phy84, 932 (1986).

agreement. [30] M.K. Prasad and D.S. Kershaw, Phys. FluidslB2430
The authors thank B.K.F. Young, R. Shepherd, W.H. (1989).

Goldstein, R. M. More, R.E. Stewart, and R.S. Walling[31] J. P. Matteet al., Phys. Rev. Lett53, 1461 (1984).

1058



