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Electron Temperature Measurements of Solid Density Plasmas
Produced by Intense Ultrashort Laser Pulses
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We report the first spatially and temporally localized measurements of 500 eV electron temperatu
in solid density Al plasmas generated by a3 3 1017 Wycm2, 170 fs laser. Expansion velocities of
marker layers from various depths are sampled with mass-resolved ion time-of-flight spectroscop
Hydrodynamic simulations relate the measured velocities to the sound speed, determining
temperature along the central axis of the plasma. Results are consistent with conductive heating
the first 1000 Å. [S0031-9007(96)00721-1]

PACS numbers: 52.70.Nc, 52.40.Nk, 52.50.Jm, 52.65.Kj
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Recent advances in high intensity sub-ps laser tech
ogy have allowed new regimes of hot dense matte
be investigated [1–6]. Plasmas in the kilovolt tempe
ture range at near solid densities are relevant to a
such as intense x-ray source development [6] and for i
tial confinement fusion applications [7]. The macrosco
properties of these plasmas are determined by com
interactions such as laser absorption mechanisms at
intensities [4,5], and the generation and transport of ra
tion [8–10] and particle fluxes [11–14].

Dense, high temperature plasmas are typically s
ied by x-ray spectroscopy, particle emission, and Dop
shift spectroscopy. Ion time-of-flight (TOF) measur
ments have been used previously to determine supra
mal electron temperatures of plasmas produced by la
with pulse lengths from 1 ps [15] to 1 ns [16]. Ion ener
distributions with MeV proton energies have recently be
reported from 3 ps laser pulses [17]. Spatially and tem
rally averaged x-ray spectra of sub-ps laser produced p
mas have shown electron temperatures of a few hun
eV [9,10]. However, determining the peak temperat
from x-ray spectra is problematic, since the fastest repo
x-ray streak camera response is 0.89 ps [18], while si
lations presented here indicate cooling times of a few h
dred femtoseconds. Attenuation of coldKa emission with
depth in the target has been used to measure the supra
mal electron temperature [13,14] but does not measure
thermal electron temperature. Doppler shift measurem
have been used to determine temperatures at lower in
sities [19,20] but interpretation requires the inclusion
ponderomotive effects above1017 Wycm2 [21].

For sub-ps laser heating, solid density plasmas are
duced with scale lengths shorter than the laser wavelen
Hydrodynamic expansion of such plasmas should be r
tively simple to measure and interpret theoretically. Io
from the surface expand during the laser pulse, and th
fore are driven by an electron distribution which may co
tain a suprathermal component. For the plasma condit
of this Letter, expansion from depths greater than,100 Å
occurs after the laser pulse, and therefore is driven o
0031-9007y96y77(6)y1055(4)$10.00
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by thermal electron pressure. Thus, expansion veloci
from surface and embedded materials are indicative
suprathermal and thermal temperatures, respectively.
work presented in this Letter is novel in that embedd
layers are used to mark the plasma expansion as a func
of depth in the target. Expansion velocity measureme
are then related by the hydrodynamic codeLASNEX [22] to
the local temporal peak of the electron temperature, a
function of depth. Each local temporal temperature pe
occurs as the heat wave propagates through that loca
By observing ion velocities from the central axis of th
expansion, only the plasma heated by the spatial pea
the intensity profile is sampled, providing effective spat
isolation. Thus, we believe these to be the first measu
ments that sample both the spatial and temporal pea
the thermal electron temperature.

The experiments were conducted at the Lawrence L
ermore National Laboratory Ultra Short Pulse Laser F
cility. The laser utilized chirped pulse amplification i
Ti:Sapphire [23,24]. The 170 fs, 800 nm laser pulses w
frequency doubled to provide an intensity contrast grea
than 107, at 1 ps before the peak of the 400 nm pul
[5]. With a FWHM (Gaussian fit) focal spot of3 mm
and an energy delivered to the target of 6 mJ, the peak
tensity obtained was3 3 1017 Wycm2. The targets were
electron-beam deposited films on Kodak projector sl
cover glass. The base layer was1 mm of aluminum. This
was overcoated with 100 Å of MgF2. The final layer was
comprised of aluminum stripes of thickness from 100
5000 Å. All data were collected with the same laser op
ating conditions and without breaking vacuum. The la
energy and pulse width typically varied by less than 10
shot to shot. The laser was incident at 22±, allowing ions
to be collected normal to the target. TheS-polarization
data presented here were slightly elliptical, due to a m
matched wave plate.

Performance of the magnetically separated ion time
flight spectrometer has been described elsewhere [
Ions enter through a250 mm slit (59 cm from the target)
and are deflected by an electromagnet before strik
© 1996 The American Physical Society 1055
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a microchannel plate detector (70 cm from the targ
coupled to an optical streak camera. The signature of e
ionic species is a straight line on the streak camera im
A typical image with a 100 Å thick MgF2 marker layer
embedded at 500 Å is shown in Fig. 1. Note the prese
of protons and carbon ions resulting from hydrocarb
contamination of the target surface. Ion separation
charge to mass ratio allows observation of the flight ti
from the marker layer. The instrument sensitivity
sufficient to easily observe 100 Å thick marker layers, ev
5000 Å into the target. For subsequent discussion,
will be considered as coming from the middle of a mar
layer and the time of flight as the average for that laye

Plotted in Fig. 2 are ion TOF speeds as a funct
of marker depth, for bothP and S polarization. Each
point averages three to five measurements taken at a
laser intensity of3 3 1017 Wycm2, with the error bars
representing the overall scatter in the data. The veloc
decrease with depth roughly asd21y2. The P-polarized
velocities are,25% higher than theS-polarized data. The
results are compared with simulations below.

The laser absorption and hydrodynamics are simula
using theLASNEX hydrodynamics code in one dimension

FIG. 1. Streak image from the ion time-of-flight spe
trometer. The MgF2 marker layer was embedded at 500 Å.
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planar geometry. The Lagrangian mesh has suffici
resolution to resolve the laser absorption near the criti
surface. The laser absorption is calculated by solving
Helmholtz wave equations [26] using the ac conductiv
model described in Ref. [5]. Calculations are perform
for both S andP linearly polarized light with an angle of
incidence of 22±. In the case ofS-polarized light, heating
is due only to inverse bremsstrahlung. ForP polarization,
heating from resonant absorption is also included us
a simple model that includes damping due to collision
wave breaking, and Landau damping [26]. Ponderomot
effects that couple the laser field to the hydrodynamics
also included. A non-LTE (–local thermal equilibrium
time-dependent average-atom atomic model is used
the calculations to determine the average charge s
and pressure in the plasma. A thermal flux limiter (F
between one (as used in Ref. [5]) and 0.1 is applied.

The plasma expands normal to the target along the c
tral axis, which passes through the center of the laser s
Because of the laser intensity profile, the radial press
gradient also drives a slight (relative to axial) radial expa
sion. As a result, only ions originating from the center
the laser spot would enter the detector, neglecting ion th
mal motion. Preliminary 2D simulations indicate that th
central1 mm region expands into an,5± cone. Because
of expansion, the ion mean free path eventually exce
the radial scale length. Ion thermal motion (Ti , 5 eV)
then allows some radial mixing, and we estimate that io
originating within only0.3 mm of the central axis can be
detected. Thus, we sample only intensities within 3%
the peak. Also, the 2D simulations show only a (3–5)
decrease in velocities along the central axis as compa
with 1D results. Therefore 1D simulations using the pe
laser intensity should correctly model the ion TOF data
our geometry.

FIG. 2. Measured ion velocities and simulation results, for
peak laser intensity of3 3 1017 Wycm2. The solid squares
and open circles are forP and S polarization, respectively.
Simulation results are shown as curves.
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FIG. 3. LASNEX simulations of electron density and electro
temperature at times of 0.4, 0.6, and 1.2 ps after the pea
laser pulse. The initial laser solid interface is at the origin a
the laser (Ipeak  3 3 1017 Wycm2) is incident from the right.

Shown in Fig. 3, for a peak laser intensity of3 3

1017 Wycm2, are 1DLASNEX calculations of electron den
sity and temperature at three different times during
expansion. Electrons are cooled both by heat conduc
into the target and by expansion. As the plasma expan
the electron thermal energy is converted to ion kinetic e
ergy, and ions approach terminal velocity (yterm). Termi-
nal velocities from the simulations are plotted in Fig.
Though we make no attempt here to optimize the flux li
iter, it is apparent that for some value between 0.1 and
agreement can be found with the measured velocities,
depthsd , 1000 Å. Larger depths and suprathermals w
be discussed later. Note that the lower three curves
sorption into thermal electrons) have similar shapes,
shifted values. Value shifts result from differences in a
sorbed energy, with FL 0.1 having a hotter absorption
region, but lower overall absorption than FL 1. The
shape (or slope) is simply indicative of the energy tran
port into the target.

The slope with depth (d) of the calculated velocities may
be understood from a simple scaling argument. As d
cussed below,ytermsdd ~ cspsdd, the peak sound speed a
the time the heat wave reaches depthd in the target. Ma-
terial near the surface is conductively heated before ene
is transferred to hydrodynamic motion, soTe ~ E0yd for
timest . tlaser (E0 is the deposited laser energy andtlaser

is the pulse width of the laser). Sincecsp ~ T
1y2
e , we find

yterm ~ d21y2. At larger depths, hydrodynamic energy
no longer negligible and the calculated velocities decre
more quickly with depth. The apparent agreement betw
the measured and calculated slopes for depths,1000 Å
therefore indicates conductive heating of this region.

To determine the peak temperatures in the plasma,
first relateyterm to csp . For example,y  2csoysg 2 1d
for semi-infinite expansion with initial sound speedcso
of
d

e
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ds,
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and adiabatic constantg. However, for finite energy
deposition on a semi-infinite surface, the temperature at
plasma-solid interface decreases in time during expans
due to energy transport into the cold material. Simulatio
show thatytermycsp , 3 near the surface, as would b
expected forg  5y3, and that the ratio is closer to on
for depths larger than,csotlaser . A simple analytic model
derives a similar result and will be presented elsewh
[27]. Since cs 

p
gZTeymi , we find the temperature

from

ZTe 
mi

gsdd

µ
cspsdd

ytermsdd

∂2

y2
TOF , (1)

where yTOF is the measured velocity, whileg and
ytermycsp are calculated from simulations. We find, fo
depths between 100 and 1000 Å thatgsytermycspd2 is
only weakly dependent upon plasma conditions, varyi
by less than620% through more than an order of mag
nitude in laser intensity and flux limiter.ZTe calculated
from Eq. (1) is thus relatively model independent.Te

is then found self-consistently using an ionization tab
(non-LTE, derived from the simulations).

Using Eq. (1) and the measured velocities from a pe
laser intensity of3 3 1017 Wycm2, the peak electron
temperatures are calculated and plotted in Fig. 4. From
uncertainty ingsytermycspd2, and that in the measurement
we estimate a total uncertainty in the reduced tempera
data of 636%. The electron temperature determine
directly from LASNEX simulations is also shown in Fig. 4
showing similar values and depth dependence for dep
less than 1000 Å. The mass density at the peak so
speed (and temperature) is also plotted. Ions nearest
vacuum-solid interface reach the highest temperature,
due to expansion achieve maximum temperature at

FIG. 4. Peak electron temperatures deduced from the exp
mental data of Fig. 2. The solid squares and open circ
are for P and S polarization, respectively. Peak electro
temperatures and mass density from simulations with FL 1
are shown as curves. Peak laser intensity was3 3 1017 Wycm2

for both simulation and data.
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than solid density. At 250 Å, near solid densities a
achieved at temperatures of 500 eV. For material dee
than 1000 Å, a strong shock is evident and the den
reaches a few times solid, as the temperature drops to
100 eV. The electron temperatures near solid density
almost twice the temporal and spatially averaged val
reported [12] for similar intensities and target materials

Referring to Fig. 2, the calculated velocities quickly fa
below the measurements for depthsd . 2000 Å. The
thermal conduction model used in the simulations [2
is generally less accurate in dense, lower temperature
gimes and may be partially responsible for the discrepan
Nonlocal transport models and calculations with small fl
limiters decrease inward heat flow [29,30], and wou
worsen the discrepancy. Since the presence of supra
mal electrons is suggested by the observation of prot
with energies of 100 and 50 keV, forP andSpolarization,
respectively, we consider the possibility that supratherm
electrons from the laser-surface interaction penetrate
heat the deeper regions, thus raising the velocities d
in the target. (The presence of high energy electrons
the S case is attributed to the equivalent intensity of 12
P from the wave-plate mismatch.) Full treatment of t
laser-plasma interaction requires solution of the Fokk
Planck equations coupled to the laser field [31]. Howev
the effects of suprathermal electrons can be qualitativ
calculated by adding a nonthermal electron componen
the surface. Simulations were performed in which 3%
the laser energy (a 50% increase in absorption) was
posited into 50 keV electrons near the surface. The ef
of suprathermals onyterm is due to preheating at larg
depths rather than a direct effect of the suprathermal p
sure. We then find better agreement for depths.2000 Å.

In summary, measurements of the expansion velo
ties of marker layers have demonstrated the generatio
500 eV solid density plasmas. Our measurements prov
both spatial and temporal localization of the thermal ele
tron temperature. Ford , 1000 Å agreement between th
slopeof ion velocity and the simulation results sugges
that conduction dominates the heat flow in this regio
and the velocities and electron temperatures fall within
range of simulation results for FL 0.1 to 1. Velocities
from larger depths cannot be matched by hydrodynam
simulations in which laser energy is absorbed solely in
thermal electrons. However, adding a 50 keV electron t
as suggested by the observations of hot protons, impro
agreement.

The authors thank B. K. F. Young, R. Shepherd, W.
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