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Dynamical Entropies Applied to Stochastic Resonance
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We calculate dynamical entropies from experimental data produced by a Schmitt trigger subjected
to noise and a periodic forcing. Both input and output signals are converted to binary sequences.
Conditional and Kullback entropies exhibit extrema for certain values of noise intensity. These extrema
can be interpreted and will be related to the synchronization effect of switching events induced by
external periodic bias. [S0031-9007(96)00380-8]

PACS numbers: 05.40.+j, 02.50.Ey, 65.50.+m

Small periodic signals forcing nonlinear systems can We will show that SR is accompanied by an extremal
sometimes be amplified by addition of a stochastic forcdbehavior of these quantities when sweeping noise inten-
to the signal. This effect, calledtochastic resonance sity over the resonance region. We will prove that an
(SR) [1,2], in the past has attracted much attention in théncrease of applied noise at first leads to an increase
field of nonlinear stochastic dynamics. Besides a greadf temporal order in the output sequence. Simultane-
deal of theoretical studies, of numerical simulations, anausly, the predictability of the output sequence will im-
of analog simulations, SR has been discussed for a variefyrove in the resonance region. From the Kullback-entropy
of applications. The investigations of this phenomenon iranalysis we will learn that for a certain value of noise
biological systems focusing on sensory neuron activity aréntensity the input and output distributions of binary sub-
of great interest [1-3]. sequences maximally match. Moreover, input and output

Usually SR is characterized by the existence of asubsequences registered at equal times exhibit maximum
maximum in the signal-to-noise ratio (SNR) vs noisecorrelation. Finally, we relate these results to the syn-
intensity relation. Another measure for the SR, the amehronization mechanism occurring in the system.
plification, was introduced in [4] as a ratio of the magni- The experimental system under investigation is an elec-
tudes of ensemble averaged response and the input signebnic two-state device: the Schmitt trigger [9,15]. The
An alternative is the residence-time probability distribu-Schmitt trigger was subjected to a periodic signal and to
tion introduced in [5] yielding a bona fide resonance ofnoise with a cutoff frequency, = 100 kHz. The sys-
the forced system [6]. In nonlinear regimes, where thdem was driven with a sinusoidal force with frequency
amplitude of the signal is sufficiently strong, synchroniza-f, = 100 Hz. In all experiments the amplitude of the
tionlike phenomena can be observed [7]. In such regimeperiodic signal was sufficiently small to prevent switch-
the SNR possesses two maxima [8]: the first maximumngs of the trigger in the absence of noisé:< AU,
corresponds to the strong synchronization between hopvhere AU = 150 mV was the threshold of the Schmitt
ping events and periodic force while the second one refersigger. The noise intensityp was varied in the range
to a decrease of the noise background. between 25 and 115 mV. However, in order to get syn-

As was pointed out by Moss [9] already in 1989 onechronization effects more pronounced the amplitude of
may associate the switching events in a stochastic bistabfgeriodic bias was strong enough to induce the existence
and threshold system with an information flow throughof a synchronization region in which the mean switching
the system [10]. Indeed, one of the major motivations foifrequency coincides with the frequency of periodic signal
SR research is the intuitive idea of gaining information(see, e.g., Fig. 1in [7]). For the value of amplitude of pe-
when passing a small (noise affected) signal through ariodic biasA = 100 mV the onset of the synchronization
optimally noise tuned bistable or threshold system, i.e.region corresponds to the noise intendity= 40 mV and
signal detection and transformation [11,12]. the SNR takes its first maximum & = 60 mV. In the

In the present work we apply the concepts of dynamicategion40 = D = 80 mV the mean switching frequency
entropies [13] and of the Kullback entropy [14]. Gener-practically (within the limits of experimental accuracy)
ally, their values give the average amount of informationequals the frequency of periodic excitatign = 100 Hz.
gained after observing (or needed to predict) the outcom&he second maximum of the SNR occurdat= 120 mV
of an experiment or measurement process, e.g., a signahich is, however, out of the synchronization region and
possibly with respect to some preknowledge or some preas shown in [8] has nothing to do with the effect of sto-
assumptions, e.g., the unbiased guess. chastic resonance itself.
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In our discussion we always regard as the input signal
the periodic signal plus noise. The continuous input and 1.0 ¢
output signals were transformed to discrete data series b
stroboscopic observation; the time windewwas chosen

n=!

to be approximately a twelfth of the period. Finally, ///”
all these time series were mapped onto binary symbo n=1
sequences accounting for the bistability. Both these /n//
binary input and output sequences were the fundamente ™ .| o
data for our information theoretical analysis.
For each of the selected noise intensities and for bott n=s

input and output we collected an ensemble of 20 binary ’(_:m;%"é///o

sequences each of length 15000 symbols. All of the
following calculations were accompanied by ensemble
statistics yielding mean values and standard deviations

The standard deviations generally were much smallertha  ®® 30" "4 50 6 70 80 % 100 110 120

mean values. D
_ Let us now introduce the measures we used: Lekig 1. The conditional entropies, [formula (3)] for the
in = 11,...,1, be a binary subsequence. The stationaryutput signal ks with circles),n = 0,...,15 being the curve

probability to observe this subsequence shall be denotgehrameters, ands for the input signal (with squares).
by p(in). Then then-block entropies are defined by

H, = — Z p(in)ldp(in) . 1) o . .
(in)€{0,1}" A second indication for the period is the decrease of
The symbol Id denotes the logarithm base 2. The conditional entropies with respect to increasingvertical
block entropy (1) is interpreted as the average informatio®rofile): significant jumps occur only for values of
necessary to predict a subsequefie. .., i,), of length  Which match multiples of the half period. The decline of
n or, equivalently, as the average information gained aftefonditional entropies for extremely small values of noise

its actual observation. intensity, i.e., forD < 35, is caused by the fact that the
The conditional entropieg, are introduced fom =  Output signal exhibits an intermittentlike character; the
1,2,...by system stays in each of the two minima for comparatively

) long times. An intermittent sequence is a highly ordered
structure and because of that is easy to predict [16].
Figure 1 additionally includes a plot dfs computed
> b (3)
(in)

h, = H,+1 — H,

= <_ Z plinst lidp(ins1|in) from the input signal. In contrast to the behavior observed
int1 for the outputhg, a monotonic increase of the input en-
where the brackets indicate averaging over the prehistorifopy reflects the constantly growing randomization when
p(in). This definition is supplemented by, = H,. Increasing the noise intensity. Moreover, one can see _that
Here, p(in+1 |in) denotes the probability for the symbol the input sequence rather rapidly gets randomized; i.e.,
i,+1 conditioned by the: preceding symbols,. Theh, the related corjdltlon_al entropies approach the maximum
are interpreted as the average information necessary ¥lue 1 for white noise, while the output sequence more
predict the symbol,.; (or gained after its observation) ©OF less preserves the perl_odlc structure. Thls_means even
given knowledge of,. Correlations existing between the @ rather noisy signal bearing only a weak reminiscence of
symbols of a sequence generally decrease this amoudtPeriodic structure can be efficiently filtered.
of information with increasing the lengt of ob- The limit entropy, defined by
served prehistory. ' ho= lim h, %)
Starting from the binary input (output) sequences we n—e

computed the related-word probability distributions (by is the minimum amount of information necessary for a
simple word counting) for = 1,...,16 and in the sequel prediction of the next symbol even when accounting for
the conditional entropies, for n = 0,...,15. Figure 1  all correlations, i.e., being informed about the complete
depicts theh, of the output sequences as a function ofprehistory. For SR the limit entropy can be related to
the noise intensityD. A nonmonotonic structure of the the residence time distribution [5]. This connection rests
curves becomes visible only far > 5, i.e., after having on the assumption that a binary sample sequence equiva-
registered a half period in advance which is plausiblelently can be constructed by independently choosing sub-
The minimum occurs foD = 60 and corresponds to the sequent residence times according to the residence time
most ordered structure of the output sequence, i.e., whatistribution and concatenating alternating laps of 0's and
the sequence maximally reflects the periodic structurel’s. Then the following formula applies [17]:
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_ Hlpe] s 0 o
<tres> O
where H[ p.s] denotes the Shannon entropy of the o _n=7
residence time distribution andr.;) the average
residence time. Figure 2 depicts the result of our com- Ay =6
putation for the system under investigation. Clearly, this o g °
plot qualitatively is in agreement with Fig. 1. Therefore gk o 7 s
we can realize that the minimum of the limit entropy . o
corresponding to the most ordered structure of the outpul . ) ° ned
binary sequence refers to the first maximum of SNR. VYA
Next we address the application of Kullback entropy. i S o ~
Generally the Kullback entrop¥[ p°, p]is defined by \ \ S T e =
P8 o n=2
K[p®.pl= > pilogZs. (6) oL NNEEE |
i pi ’ 30 40 50 60 70 80 920 100 110 120

Here, p° (p) denote an initial (final) probability distribu- D '

tion both with respect to the same set of events. ThefIG. 3. The Kullback informatiork[ p,, py'] (see text) as a

the average information gained when replacing initiél ~ function of the noise intensitp.

by final p, perhaps due to some measurement, is given b%/ . ) ) )

K[p°, p]. This quantity establishes a measure for the dis-h_e output sequence is |r_1term|ttentllke. /-_\ccordlngly bo_th

tance between the two distributiop8 and p. K[ p°, p] distributions are vastly different. Increasing the noise in-

is always greater than or equal to zero and it vanishes #€NSity towards the resonance region the periodic charac-

and only if p° andp are identical. teristics of the input sequence slightly get blurred. But
We consider the distributions of subsequences of lengtROW the output signal acquires more and more periodic

n related to the binary input (output) sequences; i.e., Wé;ructgr(_e. Hencle, bOT dist;ibutions cqnve:ge. Beyond
identify p? = pi"(in) and p: = poi(ia). The result of e Minimum valueD = 40 the output signal continues

n

our computation is shown in Fig. 3 ranges from 1 to approaching its best periodic shape. But now the input

8. Common to all curves is a relatively pronounced mini-Signal gets increasi_ngl_y randomized. This results in a di-
mum for D = 40. This indicates that for this value of Vergence of both distributions even before the resonance

noise intensity both distributions maximally match. It regit;)n ar(_)ungD = 60 isieached. h\.Nﬁ nr:)te thﬁ‘éthi value
does not mean that the output sequence maximally reflecf the noise intensiyd = 40 at which the Kullback en-
the periodic structure; this happens for= 60, hence, for UOPY takes its minimum exactly corresponds to the onset
larger noise intensity. For very small noise intensities the®f the region of the synchronization (see Fig. 1 in [7]).

input sequence is closest to the periodic structure Wherez%ﬁét dﬁg;:}%g%g:ﬁggﬂ’lﬁ;igfg Q;t rl; %:u tg dn}fc?rfwutrhe:ir?gllﬁ

(output) signal but makes no statement about correlations
existing between segments of the input (output) signal.
In order to do that again we employ the Kullback measure
_ but use the following distributionss) = pin(in) pot(on)
. andp; = p,i1rf,’1°“t(in, on) Whereo, = (04,...0,).
.......... = This Kullback entropy measures the average informa-
o tion gained when replacing the assumption of uncor-
related input and output signals by the observation of
correlations. The stronger both signal segments (sampled
at equal times) are correlated, the larger will be its value.
This quantity can be expressed by two entropies [18]

K[p’ilnp’(;ut’p’iln;lout — H’(;ut _ H’(;utlin <= qut. (7)
Hy" is the standardi-block entropy [see (1)] related to
the output sequenceg7?"!!™" is a generalized conditional
0 0 30 6 70 s %0 100 10 120 entropy [a_nalo_gous to (3)] now based on the probability

D of observing in the output sequence theword o,

FIG. 2. An approximation to the source entropy[formula conditioned by then word i, at equal ime in the

(5)] of binary output (full lines with points) and input IMPUtsequence. _ -
sequences (dotted lines with squares) as a function of the noise Relation (7) can be used to normalizE[p," X
intensity D. p patt

1.0

h6 0.5 :rf

0.0
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to threshold devices [3,19] or to resonant activation [20],
seems to be possible.
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