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Subthreshold Dynamics in Periodically Stimulated Squid Giant Axons
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Action potentials resulting from periodic stimulation of nerve axons occur at intervals that are ir-
regular at moderate stimulation frequencies. Histograms of the intervals are multimodal, as seen in
stochastic resonance. At higher stimulation frequencies, the action potentials are suppressed entirely,
leaving only subthreshold dynamics. Return maps constructed from data show that both types of
response are governed by the same deterministic one-dimensional description, with an unstable sub-
threshold fixed point largely accounting for the irregular intervals at moderate stimulation frequencies.
[S0031-9007(96)00200-1]
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Excitable systems play a fundamental role in neural
formation processing and many other biological syste
Often, one measures only large amplitude suprathres
activity, for instance, the action potential (AP) in ner
or ventricular contraction in heart. An interesting featu
of such activity is that in response to a periodic input,
times between these large suprathreshold events can,
plotted in histograms, produce peaks separated by m
ples of the input’s period [1,2]. A recent hypothesis is t
such distributions may be associated with stochastic r
nance [3]. In this paper, we show that the suprathresh
dynamics of two excitable systems—one living and o
a simple mathematical model—display similar behav
In these systems, however, the irregular suprathreshol
sponse is associated with deterministic subthreshold ch
This chaos can be identified as such only if the subthre
old events that occur between suprathreshold activity
also analyzed.

Experiments were performed on giant axons (ø500 mm
diameter) of the common North Atlantic squid (Loligo
pealei) using standard techniques [4]. Figure 1 shows
effect of injecting a periodic train of current pulses into
axon. The interpulse intervalT (in ms) is indicated at the
right of each panel, and is systematically decreased in
cessive runs. ForT sufficiently large, each stimulus puls
elicits an action potential, resulting in a stimuli:AP ratio
1:1 [Fig. 1(a)]. AsT is decreased, one eventually loses
synchronization and encounters rhythms containing b
APs and subthreshold responses [5–7]. For examp
2:1 rhythm is observed atT ­ 26 ms [Fig. 1(b)], and a
3:1 rhythm atT ­ 17 ms [Fig. 1(c)]. ForT # 16 ms
[Figs. 1(d)–1(h)], more complex rhythms, which can
aperiodic and may contain graded action potentials [e
second AP in Fig. 1(d)], are seen. AsT is decreased, th
frequency of occurrence of APs relative to subthresh
responses tends to decline, until, forT , 12.0 ms, all re-
sponses are subthreshold, with APs no longer being
erated [Figs. 1(i)–1(l)] except for a single AP at the fi
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stimulus of the train. ForT ­ 11.8 ms [Fig. 1(i)], the sub-
threshold responses are themselves aperiodic. ForT ­
11.6 ms [Fig. 1( j)] andT ­ 11.4 ms [Fig. 1(k)], there is
a periodic subthreshold 2:0 rhythm consisting of a long
lasting subthreshold response alternating with a brie
subthreshold response. At the fastest stimulation ra
(T # 11.2 ms) there is 1:0 rhythm [Fig. 1(l)].

Given the variety of different shapes of APs and su
threshold responses in Fig. 1, we characterize the respo
to each stimulus by the area under the resulting deflec

FIG. 1. Transmembrane potential of a squid giant axon
response to delivery of a periodic train of current pulse
Interval in ms between pulsesT is given to the right of each
0.5 s record. The train of current pulse stimuli is show
underneath each voltage trace. Traces illustrated were m
after transients passed. The axon was allowed to rest
at least 3 s between runs. Pulse amplitude­ 0.6 mA, pulse
duration­ 1 ms. Vertical calibration bar in (a) indicates250
to 0 mV. Similar results were seen in ten other axons.
© 1996 The American Physical Society
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FIG. 2. Return maps constructed from experimental ru
shown in Fig. 1. The intervalT between pulses (in ms) is
given in each panel. A baseline to the voltage wave forms
Fig. 1 was constructed by linear interpolation between segm
of the voltage tracing bracketing a response. The areaA)
under each deflection (i.e., between the voltage tracing and
interpolated baseline) was calculated. 300 successive pair
computed points (Ai11, Ai) were plotted on a logarithmic (bas
10) scale. The first few points, indicated by3, show the start-
up transients. The area is given in arbitrary units.

in the voltage trace. We then plot the area under thei 1 1
response (Ai11) vs the area under the preceding respon
(Ai). Figure 2 shows the “return maps” thus created
each of the runs of Fig. 1. A logarithmic scale is used b
cause of the large difference between the area of an AP
a subthreshold response. Use of the area rather than
example, maximum voltage helps to reduce noise and,
portantly, represents the overall shape of the subthres
responses, allowing responses showing similar peak
cursions in voltage to be distinguished. The maps sho
in Fig. 2 do not depend strongly on the precise nature
which the areas are calculated.

The return maps in Fig. 2 suggest that all the irreg
lar rhythms are governed by a family of underlying d
terministic one-dimensional maps that have the shape
a “L” or “volcano.” The underlying map changes on
slightly in form from one panel to the next, although th
observed dynamics change qualitatively, from a stable s
threshold fixed point [Fig. 2(l)] to a stable period-2 orb
[Figs. 2( j) and 2(k)] to a subthreshold irregular, pote
tially chaotic, pattern [Fig. 2(i)]. Irregular patterns are al
seen in Figs. 2(e)–2(h), all of which involve occasion
action potentials. Figures 2(b) and 2(c) show stable p
odic orbits involving APs, while Fig. 2(a) shows a stab
suprathreshold fixed point where every stimulus elicits
AP. Although the stable periodic orbits of Figs. 2(j)–2(
mark only one or two points on the volcano-shaped m
the start-up transients (marked as3) clearly sketch out the
other regions of the map.

Figure 2 shows a continuous progression in the shap
the volcano map as the pacing intervalT is changed. The
dynamics in the presence of action potentials [Figs. 2(b
2(h)] are remarkably similar to dynamics in the absence
APs. sssIf there is a stable periodic orbit of low period [e.g
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Figs. 2(a)–2(c)], the whole volcano cannot be visualizeddd
There is a fixed point where the right flank of the volcan
intersects the lineAi11 ­ Ai. In Figs. 2(f)–2(i), the slope
of the map at this fixed point is only slightly steepe
than 21; hence the dynamics diverge slowly from th
unstable fixed point. This results in the long interva
between APs seen in Figs. 1(f)–1(h). Since the sa
unstable fixed point appears in the presence and abse
of action potentials, we conclude that the fixed point do
not reflect steady, ultraslow recovery from an AP, b
rather the ability of successive stimuli to prolong recove
from a previous AP. When the fixed point is stable, th
prolongation can be renewed indefinitely.

Stochastic membrane noise generated by the open
and closing of single channels in the membrane [
undoubtedly contributes to some of the irregularity
the rhythms of Fig. 1. For example, the data poin
in the return maps corresponding to periodic rhythm
[Figs. 2(a)–2(c) and 2(j)–2(l)] form small clusters rathe
than superimposing exactly upon one another.

In order to investigate the possible contribution o
chaotic dynamics to the irregular rhythms described abo
we examined the behavior of a simple deterministic mod
of the squid axon, the FitzHugh-Nagumo (FHN) model [8

dy

dt
­ 2ysy 2 1d sy 2 ad 2 w 1 I , (1a)

dw
dt

­ csy 2 bwd, (1b)

where y has characteristics of membrane potential a
excitability, w is related to recovery or refractoriness,I
represents the injected stimulus current, anda ­ 0.139,
b ­ 2.54, c ­ 0.008 [9]. The FHN model has been
shown to display stochastic resonance in the presenc
noise [2,3], but here we study it with no noise. Th
response of the FHN model to periodic stimulation
shown in Fig. 3, with time series shown in the upper pan
and return maps in the lower panels. AsT is decreased,
one obtains periodic rhythms containing APs [Fig. 3(a
irregular rhythms containing APs [Fig. 3(b)], irregula
subthreshold rhythms [Figs. 3(c) and 3(d)], a 4:0 rhyth
[Fig. 3(e)], a 2:0 rhythm (not shown), and eventually a 1
rhythm [Fig. 3(f)] with only the first stimulus in a periodic
train eliciting an AP. Once again, the lower panels indica
that there is a deterministic one-dimensional volcan
shaped map underlying the dynamics. When analyzing
FHN model, we have additional freedom to construct ma
based on the recovery variablew. These maps (not shown
display an unstable fixed point corresponding to that se
in the mapsAi11 vs Ai. Since recovery variables are no
experimentally accessible in the squid preparation, we ha
usedAi to characterize both model and experiment.

In prior experimental [10,11] and modeling [12–14
work, it has been possible to delineate the full form
a one-dimensional map using a nonperiodic stimulati
4075
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FIG. 3. Upper panels: Traces of they variable in the
FitzHugh-Nagumo model. Interstimulus interval (T) given to
the right of each panel. Stimulus pulse train shown bel
each trace. Lower panels: Return maps from the FitzHu
Nagumo model constructed from the traces shown in up
panels (2000 time units). Interstimulus intervalT given in the
upper right-hand corner of each panel. Data pointssAi11, Aid
from periodic stimulation of the model. Transients marked
3 for first 11 points and≤ thereafter. The continuous curve
show results from the three-pulse protocol applied to the mo
as described in the text. The area is given in arbitrary units

protocol. To draw the full form of the map for the FHN
model, we carried out simulations using a three-pu
protocol. The first stimulus pulse elicits an AP. Th
second and third stimuli are delivered at variable tim
following the first stimulus. The curves in the return ma
of Fig. 3 plot the area of the response induced by the th
stimulus pulse as a function of the area of the respo
induced by the second pulse. It is clear that the respo
to periodic stimulation (3, ≤) lies close to this curve,
indicating that this response is, in fact, controlled by
approximately one-dimensional process. The discrepa
between the points and the curves, especially in panels
(e), stems from the fact that the model has two variab
whereas only a single parameter (the area) is used he
describe the response to the three-pulse protocol.

Interspike interval (ISI) histograms from both th
squid axon and the FHN model are multimodal (Fig. 4
Multimodality in related settings has been the topic
much recent discussion [1–3,15,16]. While the fin
4076
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FIG. 4. Interspike interval (ISI) histograms from squid axo
and FitzHugh-Nagumo model. (a) Squid axon: data taken fro
the run, part of which is shown as Fig. 1(g) (T ­ 12.2 ms).
(b) FitzHugh-Nagumo model: data taken from simulations
Fig. 3 (T ­ 29.5 time units). In both (a) and (b), intervals
are calculated between peaks of action potentials and
normalized to the interstimulus interval.

width of peaks in such histograms is usually attribute
to stochastic membrane noise (see, e.g., [17]), our w
points out a new deterministic mechanism by which AP
are generated at times that are roughly, but not exac
multiples of a basic interspike interval. The finite widt
of the peaks is due to the graded nature of the AP;
details of the structure within a peak are not understo
but depend to some extent on the criterion used to defi
the occurrence on an AP.

It is well known that subthreshold responses can play
important role in “conditioning” the response of neurons
subsequent stimuli [18–21]. In fact, these subthreshold
sponses are not merely passive events, but active ones
have been termed “local responses” [21]. Our work sho
explicitly that subthreshold responses play a crucial ro
in generating complex aperiodic sequences of intermix
subthreshold responses and action potentials. While th
have been several reports of period-doubling bifurcatio
and chaotic dynamics in squid axon [6,7] and the FH
equations [12–14,22,23], we are not aware of any pr
descriptions of subthreshold period doubling and chaos
response to injection of a periodic pulse train in these s
tems. By constructing return maps that plot the area
both subthreshold and suprathreshold responses, one
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characterize the state of the system in a way that un
the subthreshold and suprathreshold phenomenology.
shows that both subthreshold and suprathreshold dyna
display a fixed point: a novel deterministic mechanism
the generation of irregular spike trains.
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