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Photorefractive Gunn Effect
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We predict a new optically nonlinear effect in semiconductors in which a traveling interferenc
pattern generated by two optical waves excites multiple high-field Gunn domains which move pha
locked with the interference fringes. The optical waves simultaneously diffract off the refractive inde
change generated by this oscillating space-charge field. [S0031-9007(96)00145-7]

PACS numbers: 72.20.Ht, 42.65.–k, 42.70.Nq
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In 1963 Gunn showed [1] that, if a dc electric fie
applied to a GaAs crystal exceeded a critical val
spontaneous current oscillations appeared in the exte
circuit. This Gunn effect arises from negative different
resistance which occurs when the applied field indu
intervalley electron transitions from a high mobilityG
minimum into higher minima of the conduction ban
where the effective mass is larger and the scatte
rate is higher [2]. Thus, electron velocity decreases w
increasing electric field when the field exceeds the criti
value. This effect has been extensively studied [3] a
is now used for high frequency oscillators. Later stud
have shown that formation of high-field (Gunn) domai
can be triggered by light [4] and that traveling high-fie
domains in a biased GaAs crystal can modulate a beam
light incident upon it [5].

The photorefractive effect in semiconductors is kno
for more than a decade. Wave mixing experiments
semi-insulating Cr doped GaAs and Fe doped InP [6] a
in undoped GaAs [7] show moderate coupling betwe
the interacting waves. However, the high mobility
these materials reduces their dielectric relaxation tim
and makes them attractive for image processing
and sensitive optical detection [9]. Recent advan
[10] in understanding the interaction between waves
different frequencies in a photorefractive crystal with
applied ac electric field have lead to optical phase-loc
detection [11] and detection of microwave signals [1
The photorefractive effect was also used to detect
frequency spontaneous current oscillations [13] wh
occur in biased InP and arenot related to the Gunn effect

In this Letter, we predict a new optically nonlinear effe
in semiconductors. Two optical waves of slightly differe
frequencies are incident upon a biased semicondu
crystal doped with deep impurity centers (as in Refs. [
13]). Their moving interference pattern excites multip
high-field Gunn domains which movephase lockedwith
the interference fringes. The space-charge (high-fie
domains modify the refractive index via Pockel’s effe
creating a periodic index modulation. Finally, the optic
0031-9007y96y76(20)y3798(4)$10.00
,
al

l
s

g
h
l

d
s

of

n
d
n

,
]
s
f

d
.

h

or
–

)

l

waves that generated the Gunn domains diffract off
index modulation and couple to each other via cross-ph
modulation. This is a new nonlinear optical effect th
couples optical waves through optically triggered Gu
effect.

We start with the expression [2] for the drift velocit
y of electrons in a material with negative differentia
resistance as a function of electric fieldE

ysEd  ys

"
1 1

EyEs 2 1
1 1 AsEyEsdb

#
, (1)

where ys is the saturation drift velocity,Es the satu-
ration field, andA and b are dimensionless constant
which depend explicitly [2] on the mobilitym  ysyEs.
For example, for GaAs withm  0.5 m2 V21 sec21, ys 
8.5 3 104 mysec,Es  1.7 3 105 Vym, A  0.04, and
b  4. Consider such a bulk crystal illuminated by tw
quasimonochromatic plane waves of slightly different fr
quenciesv and v 1 V sV ø vd and slightly different
angles of incidence (Fig. 1). The light forms a moving i
terference pattern of intensity

Isz, td  I0f1 1 m cossKz 1 Vtdg , (2)

whereK  2pyL is the interference wave number,m the
modulation depth of the interference grating, andI0 the
average (total) intensity, equal to the modulus squared
the sum of the optical field amplitudes, averaged over ti
much longer than2pyv, but much shorter than2pyV.
As in the case of any photorefractive material, electrons
photoexcited from deep donor sites and are trapped ei
in acceptors or in ionized donors (no intrinsic excitation
We use the standard set of rate and continuity equati
and Gauss’ law that describe the photorefractive effec
a medium in which electrons are the sole charge carr
[14]

≠Ni
Dy≠t  sIsND 2 Ni

Dd 2 gnNi
D , (3)

≠ny≠t 2 ≠Ni
Dy≠t  s1yqd ≠Jy≠z , (4)
© 1996 The American Physical Society
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≠Ey≠z  s2qy´sd sn 1 NA 2 Ni
Dd . (5)

The currentJ includes diffusion, drift, and displacemen
terms [15]

J  qnysEd 1 q ≠fDsEdngy≠z 2 ´s ≠Ey≠t . (6)

The independent variables are the lateral axis along wh
the current flowszand the timet. The dependent variable
are Isz, td, nsz, td, the electron number density,Ni

Dsz, td,
the number density of ionized donors,Jsz, td, the current
density,Esz, td, the space-charge field inside the cryst
ysEd, the electron drift velocity, andDsEd, the diffusion
coefficient that depends on the electric fieldE. Note that
for E ø Es one can approximateysEd > mE and obtain
through the Einstein relation [15]D  mkBTyq, wherekB

is Boltzmann’s constant andT is the absolute temperature
Relevant crystal parameters areND , the total donor density,
NA, the density of negatively charged acceptors,s, the
photoionization cross section,g, the recombination rate
coefficient,´s, the low frequency dielectric constant, an
2q, the charge on the electron. The boundary condit
is the dc voltageV applied between electrodes spaced
, s, ¿ Ld. The goal of this calculation is to find a
explicit relation between the space-charge fieldEsz, td and
the interference gratingIsz, td of Eq. (2).

Solving Eqs. (3)–(6) forE(I) is complicated. As
the first step, we can neglect the diffusion term
Eq. (6) based on the fact that separate multiple doma
exist only if the separation between them is larg
than some critical distance, evaluated from Kroeme
criterion [2]. The domains are excited byI(z,t), thus
they will form at the maxima of the intensity patter
(separated byL). Using the above GaAs parame
ters and ´s  13.2, E ø 3Es, and n ø 1014 cm23,
we find qnysEd ø 3 3 106 F V m22 sec21. Thus, if
jq≠fDsEdngy≠zj ø 106 F V m22 sec21, the diffu-
sion term is negligible with respect to the dri
term. To estimate when this occurs, we assu
that the magnitude ofD does not deviate much from
the Einstein relation, thusD ø mkBTyq. This gives
the condition jmkBTnKj ø 106, which is satisfied for

FIG. 1. Proposed experimental setup for the observation
the photorefractive Gunn effect.
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L  2pyK ¿ 1 mm. We will use grating periods on
the order of tens of microns, thus we neglect the diffusi
term in Eq. (6).

We solve Eqs. (3)–(6) using an asymptotic expans
for sinusoidal steady state

Esz, td  E0 1 mE1 cossKz 1 Vtd

1 m2E2 coss2Kz 2 2Vtd 1 · · · , (7)

nsz, td  n0 1 mn1 cossKz 1 Vtd

1 m2n2 coss2Kz 2 2Vtd 1 · · · , (8)

Ni
Dsz, td  Ni

D0 1 mNi
D1 cossKz 1 Vtd

1 m2Ni
D2 coss2Kz 2 2Vtd 1 · · · , (9)

which converges whenm ø 1 and all the coefficients
sEi , ni , Ni

Dj ; j  0, 1, 2, . . .d are of the same order in
each of the expansions of Eqs. (7)–(9). The sinusoi
steady state situation exists whenever the formation ti
of the Gunn domains is much shorter than2pyV.
Typical values are 3 psec domain formation time [2] a
2pyV  1 nsec or longer.

The zero-order solutions are the usual lowest
der solutions for biased photorefractive materials [1
Ni

D0  NA, n0  sI0 sND 2 NAdygNA (for n0 ø NA),
andE0  Vy,.

The first-order terms are found using a second appro
mation. Gunn domains evolve most easily when the ne
tive differential resistance is the largest, and, at this po
they require the smallest applied field. For the GaAs e
ample, this occurs forE ø 3Es. In a relatively large re-
gion around this point,y is roughly a linear function ofE.
We approximate Eq. (1) for the above GaAs example a

y > ysf2.21 2 0.245sEyEsdg  2.21ys 2 0.245mE

(10)

for the range 2.5 # EyEs # 3.5 (which implies that
jmE1j # Esy2). This approximation is shown in Fig. 2
Using Eq. (10) and the expansions of Eqs. (7)–(9) in
Eqs. (3)–(6) give the equations for the first-order terms

iVNi
D1  sI0sND 2 NA 2 Ni

D1d 2 gsn0Ni
D1 1 n1NAd ,

(11)

FIG. 2. Drift velocity of electrons as a function of electri
field (normalized to the saturation fieldEs) for GaAs with
mobility m  0.5 m2 V21 sec21. The dashed line shows the
linear approximation for2.5 # EyEs # 3.5.
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fV 2 2.21ysK 1 0.245mKE0gn1 2 VNi
D1

 2 fiV´syq 1 0.245mn0gKE1 , (12)

2iKE1  sqy´sd fn1 2 Ni
D1g . (13)

We seek synchronous solutions, i.e., solutions in wh
the movement of all the unknowns islockedtogether for
all t and z. This is equivalent to requiringV  aK
which leads to cossKz 1 Vtd  cosfKsz 1 atdg, where
a is the phase velocity (a constant). Using this, a
substituting Eq. (13) into Eqs. (11) and (12), produces
n
b
o
a

c

r
e
e

.
s

3800
h

fiaK 1 sI0NDyNA 1 gNAgn1  s I0sND 2 NAd

1 fas´syqdK2 2 is´syqdsI0sNDyNAdKgE1 ,

(14)

f22.21ys 1 0.245mE0gn1  20.245mn0E1 . (15)

The last equation yieldsE1  6Essn1yn0d for E0 ø 3Es.
From Eq. (14) we get
"√
sI0

ND

NA
1 gNA 2 6Es

a´s

qn0
K2

!
1 i

√
a 2 6Es

´s

qn0
sI0

ND

NA

!
K

#
n1  sI0sND 2 NAd . (16)
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From Eq. (16) it is obvious thatn1 can have both a
component that is in phase with the interference grati
[of Eq. (2)] and a component that is phase shifted
py2 [ the first and second terms on the left hand side
Eq. (16), respectively]. While the in-phase component c
be eliminated only for some special values ofK, the py2
phase-shifted component can be eliminated (forall K) by
a proper choice of settinga  6Ess´syqn0dsI0NDyNA 
6Es´syqPdtR , wherePd  sND 2 NAdNAyND is the ef-
fective trap density andtR  sgNAd21 is the recombi-
nation time. For most photorefractive media [14],Pd ø
1016 cm23 and tR ø 10210 sec. Tuning the value ofa
can be performed by varying the voltageV or by adjust-
ing the frequency difference between the optical wavesV.
This choice ofa leads to

n1 
sI0sND 2 NAd

sI0NDyNA 1 gNA 2 a2K2NAysI0ND
. (17)

The interference grating is now in phase with bothn1 and
E1, as observed from Eq. (15). As shown below,E1 mod-
ulates the refractive index in phase with the interferen
pattern, leading to a nonlinear phase-coupling process
all z andt) between the plane waves which formIsz, td.

The last term in the denominator of Eq. (17) is propo
tional to 1yI0. Thus, two regimes of intensity exist, on
whereI0 is sufficiently large so that this term is negligibl
with respect tosI0NAyND and togNA, and one whereI0

is sufficiently small so that this term is dominant.
Consider first thehigh intensity regime.The solutions

are now simple:

n1  sI0sND 2 NAdyssI0NDyNA 1 gNAd,

E1  6Esn1yn0  6EsgNAyssI0NDyNA 1 gNAd .
(18)

Since E1 decreases with increasingI0, one can find the
lowest intensity that still allows us to be in this regime
The approximation which simplifies Eq. (17) into (18) i
justified for sI0 ¿ sNAyNDdtRsaKd2. For GaAs param-
eters (above, and in Ref. [14])ND  1018 cm23, NA 
1016 cm23, a ø 750 mysec, s ø 1023 m2 sec21 W21,
g
y
f
n

e
(at

-

and forL  30 mm (which impliesV ø 107 sec21), the
minimal intensity requirement isI0 ¿ 2.5 kWycm2.

So far we have shown that a moving sinusoidal intens
pattern incident upon a semiconductor biased at nega
differential resistance gives rise to a periodic free carr
distribution of the same period that movesphase locked
to the optical grating. The Gunn effect, however, crea
high-field domains, i.e., regions where the space-cha
field is larger than the bias field. This space-charg
distribution will indeed result in a sequence of high-fie
(Gunn) domains if Kroemer’s criterion

n1L . 3´sysyqjmdj (20)

is satisfied [whereL is the length of a Gunn device (in
the case of a single domain) or the distance between a
cent domains (for multiple domain) andmd  dyydE].
In our case ofL  L  30 mm and md  20.245m,
we find that n1 must be larger than5 3 1013 cm23.
From Eq. (18), this requires a minimum intensity ofI0 
50 kWycm2. Since this minimum intensity is inversel
proportional toL, a longer grating period reduces th
requirement accordingly. It is, however, within reaso
able experimental possibilities since two wave mixing e
periments in GaAs have been performed with psec [
and nsec [17] light pulses at more than 10 MWycm2 in-
tensities. Under these conditions, an optically trigger
sequence of high-field domains will form. The spac
charge field forL  30 mm and a ø 750 mysec, with
I0  100 kWycm2 sn1  1014 cm23d, is (to the first or-
der inm)

Esz, td  E0 1 mE1 cossKz 1 Vtd

ø 3Esh1 1 2m cosfKsz 1 atdgj , (21)

where the frequency difference between the optical wa
is V  aK  2p 3 25 MHz. For self-consistency with
our expansion, we requirem ø 1. Thus, for m  0.1,
we expect the periodic part ofE to be roughly0.6Es 
900 Vycm. However, withI0 that satisfies Kroemer’s
criterion we expect to see high-field domain nucleati
that can evenexceed the value ofE0. This can be found,
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for example, by solving Eqs. (3)–(6) to additional orde
of m and finding the high-field domains explicitly. Th
expansion converges, but additional terms do contribut
a high-field domain that moves with the first-order term
Eq. (21). Other ways to describe the domain nucleat
process is through the transient solution of these equat
or via stability analysis [18].

In the low intensity regime,the last term in the
denominator of Eq. (17) is dominant. The solutions a

n1  2ssI0d2 sND 2 NAdNDya2NAK2 ,

E1  26Es

√
sI0ND

a2tRNA

!
1

K2
>

µ
2q2sI0NDNAtR

6Es´2
s

∂
1

K2
.

(22)

To be in this regime,sI0 ø sNAyNDdtRsaKd2 must
be satisfied. On the other hand, Kroemer’s criteri
implies that for L $ 30 mm intensities higher than
50 kWycm2 are required for the formation of high-field
domains. ForL $ 30 mm and the above GaAs param
eters, we find that the intensity must bemuch smaller
than 2.5 kWycm2. Thus, high-field (Gunn) domains
cannot form in this regime;i.e., the space-charge field i
sinusoidal (form ø 1) despitethe negative differential
resistance.

The space-charge fieldEsz, td gives rise to a periodic
change in the refractive indexDnsz, td that moves in
phase with it [19] [and hence withIsz, td] via Pockel’s
effect DnsEd  2

1
2 n3r41E, wheren is the refractive in-

dex and r41 the electro-optic coefficient (3.3 3 10212

and 1.43 3 10212 myV for GaAs atl  1 mm, respec-
tively). Here, we are interested in the high intens
regime that will give high-field domains. Even if we ig
nore the expected (large) contribution to the field fro
the high-field (Gunn) domains, we have foundmE1 
900 Vycm for the GaAs example. Thus, we expect to fi
periodic Dn with at least an amplitude of2.3 3 1026.
This refractive index modulation (which is a real-time p
larization hologram) results in nonlinear phase coupli
between the optical waves [19]. The magnitude of t
nonlinear coupling can be estimated given the inter
tion length in the crystal. For a thickness ofX  1 cm
we expect the total nonlinear phase to be2pDnXyl ø
0.15 rad. Thus, even if we do not include the high-fie
enhancement ofE1, we can still get an appreciable nonlin
ear effect. High-field enhancement and illumination w
an interference of a large modulation depthsm , 1d can
enhance the nonlinear refractive index change toDn ,
1024 and the nonlinear phase coupling around 15 r
which is a large effect.

The main importance of this photorefractive Gunn e
fect is in being a new optically nonlinear effect whic
results from a highly nonlinear electric effect (the Gun
effect) and a second-order optical nonlinearity (Pocke
effect). When triggered by phase-locked interferen
s
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fringes, this “natural” high-field behavior of the semico
ductor medium can also drive a large nonlinear opti
effect by greatly enhancing the local field and creati
a moving real-time polarization hologram. Potential a
plications include optical switching, high efficiency wav
mixing, fast and sensitive detection of temporal optic
signals embedded in noise, and the ability to convert t
optical information to electric signals directly.

In conclusion, we predict a new optically nonline
effect in semiconductors: the photorefractive Gunn effe
which stems from an electric nonlinearity (Gunn effec
and a second-order optical nonlinearity (Pockel’s effec
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