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Comment on “Levinson’s Theorem for the Dirac
Equation”

Levinson’s theorem [1] is one of the fundamental the
rems in quantum scattering theory. For the Schrödin
equation with a nonsingular spherically symmetric pote
tial, it gives a quantitative relation between the limit
the phase shift at zero energy and the number of bo
states. The latter is equal to the number of nodes of
radial function at zero energy due to the Sturm-Liouvi
theorem.

Barthélémy [2] first discussed Levinson’s theorem
the Dirac equation by the generalized Jost function.
stated that Levinson’s theorem was valid for positive a
negative energies separately as in the nonrelativistic c
But later this statement was found incorrect for a stro
potential [3,4]. The correct statement of Levinson
theorem for the Dirac equation is [3,4]

Nk  hdksMd 1 dks2Mdjyp

2 hsin2fdksMdg 1 sin2fdks2Mdgjy2 , (1)

where k is the standard angular momentum parame
Nk and dksEd are the number of bound states and t
phase shift at energyE for the given angular momentum
k, respectively. The last term in (1) stands for t
half bound state, which was first shown by Newton [
The main character of Levinson’s theorem for the Dir
equation is that the limits of the phase shifts at t
thresholdsE  6M (zero momentum) may be negativ
in comparison with the phase shifts of free partic
For example, as an attractive potential becomes str
enough, a scattering state of positive energy may cha
to a bound state and, furthermore, change to a scatte
state of negative energy. In this case the limitdks2Md
of phase shift atE  2M becomes negative.

Recently, Poliatzky [6,7] transformed the Dirac equ
tion into a couple of effective Schrödinger-type equatio
near the thresholdsE  6M and showed a stronger stat
ment of Levinson’s theorem for the Dirac equation:

nks6Md  dks6Mdyp 2 sin2fdks6Mdgy2 , (2)

wherenks6Md denotes the numbers of nodes of certa
radial functions with energies6M, respectively [8]. In
Ref. [6] nks6Md were explained as the numbers of bou
states of certain effective Schrödinger-type equations,
were not easy to count. For the potentialjV srdj , 2M,
two numbers are equal to each other due to the Stu
Liouville theorem.

It is easy to see that the stronger statement (2)
Levinson’s theorem for the Dirac equation is incorre
for a strong potentialsjV j . 2Md, because the limit of
the phase shifts at thresholds for the Dirac equation m
be negative, but the number of nodes, or the num
of bound states, is a non-negative integer. Why m
the limit of the phase shift be negative for an effe
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tive Schrödinger-type equation? The key point is th
the effective potential in the effective Schrödinger-ty
equations is singular when the potentialV is finite, but
strong enough [see Eqs. (22) and (23) in [6] whenjV j 
62M]. For those singular equations Levinson’s theor
does not hold. For the same reason, Poliatzky’s pr
for the statement that the sum of the number of nod
nksMd 1 nks2Md, is equal to the number of bound stat
Nk is also wrong for the strong potential. Therefore, P
liatzky proved his stronger version of Levinson’s the
rem for the Dirac equation only for a weak potent
sjV j , 2Md.

It can also be explicitly seen from a calculable examp
As an example consider the Dirac equation with a squ
well potential: V srd  2l when r # r0, and V srd  0
when r . r0. In the notation of Ref. [4] there are tw
radial functionsfkEsrd and gkEsrd that are proportiona
to u1 and2u2 used in [6], respectively. In the following
we discuss only the solution withk . 0. The solution
with k , 0 is similar [4].

It is straightforward to solve the radial functions at t
energiesE  6M [4]. Carefully counting the nodes o
fk6Msrd and gk6Msrd when l increases and decreas
from zero, one can find that ifdksMd $ 0, dksMdyp is
equal to the number of nodes ofgkMsrd, which is the same
as that offkMsrd; if dksMd , 0, 2dksMdyp is equal to
the number of nodes ofgkMsrd in the region0 , r , r0;
if dks2Md $ 0, dks2Mdyp is equal to the number o
nodes ofgk2Msrd; and if dks2Md , 0, 2dks2Mdyp is
equal to the number of nodes ofgk2Msrd in the region
0 , r , r0 subtracting the number of its nodes in th
region r . r0. Therefore, the stronger statement (2)
correct for a weak potentialsjV j , 2Md, but incorrect for
a strong potentialsjV j . 2Md where the phase shift a
E  M or E  2M becomes negative.
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