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High Precision Linewidth Measurement of Laser-Cooled Atoms:
Resolution of the Na3p 2P3/2 Lifetime Discrepancy
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We report resolution of the 1% discrepancy between theory and experiment for the lifetime of the first
excited state of Na. Determining the atomic lifetime by a novel method, we have measured the natural
linewidth of the 32S,,, — 3%P5, transition with <0.25% accuracy through precision spectroscopy
on an optically prepared sample of ultracold, two-level atoms. The resubiRy,, lifetime of
16.237(35) ns disagrees with previous time-domain measurements but is in good agreement with recent
calculations and a new fast beam result.

PACS numbers: 32.70.Cs, 32.70.Jz, 32.80.Pj, 42.62.Fi

Advancing ab initio theory and quantifying its accu- Fabry-Pérot cavity and locked to an line, offered a
racy with experimental tests is important work and will belinewidth and long-term frequency stability25 kHz, and
crucial in the interpretation of high-precision parity non- supplied trapping, probing, and optical pumping beams at
conservation measurements, particularly for Cs where th889 nm. About 16 Na atoms were collected and cooled
anticipated uncertainty will be limited by theory [1]. Pre- to <50 uK using a magneto-optic vapor cell trap (MOT)
cise lifetime measurements of low-lying excited states of9] which is described in Ref. [10]. To enable precise
alkali atoms provide useful benchmarks for testing atomiaontrol of the optical frequency, light twice diffracted
theory, especially now that improved theoretical and calin the first order by an acousto-optic modulator (AOM)
culational techniques have producad initio lifetimes  provided the rf-tunable probe. Any uncompensated beam
consistent t0<0.5%, a level approaching experimental steering was suppressed by a polarization-holding single-
precision. Surprisingly, discrepancies &fl% arose for mode fiber serving as a spatial filter, with the output in-
the first excited states of the two simplest alkali sys-tensity stabilized to 0.1%. This probe light was then split
tems, lithium and sodium, although recent measuremenisto two equal beams<(1% intensity imbalance), which
in lithium are in agreement with theory [2]. For sodium, passed through quarter-wave plates and were overlapped
however, the discrepancy persists [3]. While improvedo produce ao ™) circularly polarized standing wave at
relativistic many body perturbation theory [3] (MBPT) the interaction region. The frequency of the probe was
and multiconfigurational Hartree-Fock [4] (MCHF) cal- swept over the" = 2, m = 2 — F' = 3, m' = 3 closed
culations (two of the most successfab initio tech- cycling transition, and the subsequent 589 nm fluores-
niques) agree at the 0.3% level, they still disagree wittcence emitted in ayi/4 cone around 45to the laser axis
early fast beam measurements [5,6] (uncertairties$%)  was detected by a photomultiplier (PMT).
by 1%. More recently, time-correlated photon-counting Since the atoms must be in a perturbation-free environ-
(TCPC) measurements have supported the fast beam meent during probing, a cycling strategy was employed in
sults though their larger error bars (0.5%) make the diswhich the atoms were repeatedly trapped, prepared, and
agreement with theory less compelling [7,8].
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The experimental schematic is shown in Fig. 1.  Aare trapping and optical pumping beams, intensity-stabilization
JILA-built ring dye laser, stabilized with an external optics and electronics, and magnetic-field coils.
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probed (see Ref. [10]). A typical measurement cycle begquency fixed on resonance. Since in this configuration
gan with the MOT turned on for=1.5 ms, followed by a the Zeeman structure could be easily resolved [extending
~130 us optical molasses “postcooling” period [11] dur- the Raman interaction time led to narr¢w 10 kHz) Ra-

ing which the gradient coils were turned off and the trapman components], analysis of the Raman spectra enabled
beam intensities were lowered for optimal cooling. Thethe local magnetic field at the trapping region to be pre-
trap and molasses beams were then turned off and a 0.5 ¢sely set using three orthogonal pairs of Helmholtz coils.
magnetic bias field (aligned along the probe axis) turned oMote that in the presence of our magnetic bias field, selec-
for the rest of the measurement cycle. A narrow velocitytion rules for ouro™ -0~ Raman polarizations (in either
distribution of atoms was prepared in the= 2, m =2  geometry) allow onlyAm = 0 Raman transitions. The
stretched state by three periods of optical pumping to beesulting copropagating Raman spectrum thus contained
described shortly. Next, this prepared atomic sample (5%nly three peaks whose splittings (0.7 MHz) were propor-
of total number) was probed for 5@s during which the tional to the bias field. Comparison of the linewidth of
PMT current was sampled by a gated integrator. Using $he m = 1 peak with that of the magnetically insensitive
calibrated intensity input, the entire signal collection sys-n = 0 peak enabled a precise characterization of the mag-
tem was measured to be linear at th@.1% level. In one netic field inhomogeneity across our samptd mG—a

set of linewidth measurements taken at lower collectiorfit by a Voigt profile yielded values of 7 kHz Lorentzian
efficiency, the probe cycle was preceded by aud0nor- and 17 kHz Gaussian for the magnetic contribution to our
malization period (measured with resonant light), whichF = 2 — F’ = 3 line shape).

was used to normalize the probe signal to the number of Initially, when probing theZ = 2 — F’ = 3 transition,
atoms prepared. A single line shape data point was typeptical pumping redistributed the-level populations of
ically an accumulation of=1000 identical measurement the lower level in favor of transitions with larger Clebsch-
cycles made at a fixed optical frequency. Gordan coefficients. Since optical pumping was more pro-

Though our atomic sample was cooled to B  nounced on top of the peak, it produced non-Lorentzian
by optical molasses, first-order Doppler broadening stilline shapes with subnatural linewidths. We suppressed
contributed =3% to the linewidth, so we prepared a these effects by optically pumping our narrow velocity
velocity-selected sample to reduce this contribution. Thiglistribution toF = 2, m = 2 and probing ther * transi-
was achieved by first optically pumping the molassestiontoF’ = 3, m' = 3, thereby effectively creating a two-
cooled atomic sample into the = 1 hyperfine ground level atom. As an additional benefit, the= 2 — F' =
state, and then using a one-dimensional velocity-selectiviansition (which lies—59 MHz away) was no longer ac-
Raman transition [12] to transfer near-zero velocity atomgessed, thus simplifying the analysis. Optical prepara-
back to theF = 2 ground state to be used for probing. tion of the ultracold atomic sample in tlie = 2 stretched
A Coherent 699-21 dye laser [13] produced the twostate occurred in three stages. In the first, a 2S0pe-
Raman beams which were detuned0 GHz from the riod of 7 light (intensity I = 40 mW/cn? connecting
D> line to prevent single-photon excitation®o=2. To F =2— F' =2)ando" light (I = 30 mW/ cn? con-
match the optical difference frequency to the Na groundnectingF =2 — F/ = 2 and/ = 1 mW/cn? connect-
state hyperfine splitting (1.772 GHz), a traveling-waveing F = 1 — F’ = 1) pumped>95% of the atoms into
electro-optic modulator (TWEOM) generated886 MHz  F = 1, m = 1. We evaluated the efficiency of this first
sidebands on one of the beams, after which a Fabrystage of optical pumping by comparing peak heights in
Pérot filter cavity transmitted th€2 order. After passing the copropagating Raman spectrum. Thes second
through an AOM, the Raman beams (intensity stabilizedstage used the Raman beams to transfer a narrow ve-
to <0.3% at 200 mW/cnf) were overlapped with the locity slice fromF =1, m =1to F =2, m = 1, with
counterpropagating probe beams via polarizing beanthe Raman difference frequency centered on the Zeeman-
splitters. The Raman transition probability spectrumshifted m = 1 resonance so as to excite zero velocity
was determined by the AOM'’s time envelope, whichatoms. In the 3us final preparation stagar™ light
consisted of a 7us square-wave pulse that was filtered( = 30 mW/ cn? connectingF = 2 — F' = 2) trans-
to produce a nearly Gaussian Raman line shape with derred 42% of the velocity-selected atoms to the desired
interaction-time limited FWHM of 140 kHz. This width F = 2, m = 2 state (with minimal photon-recoil heat-
corresponds to a,,s of <2 cm/s (temperature<1 uK), ing because it is dark for this excitation), while the re-
a factor of =10 reduction from the original molasses maining 58% returned to th& = 1 ground state. Our
velocity distribution, and its Gaussian shape was choseaptically pumped, velocity-selected atomic sample now
to minimize its contribution to our measured Lorentziancontained 18 atoms in theF = 2, m = 2 state with a
linewidths. vms < 4 cm/s, ready to be probed.

An alternative experimental setup configured the Ra- When we scanned the probe frequency acrossthke
man beams in a copropagating geometry in whielocity- 2, m = 2 — F’ = 3, m’ = 3 resonance, we observed
insensitiveRaman spectra were generated by sweepintine shapes (see Fig. 2) which were virtually pure
the Raman detuning while keeping the optical probe freLorentzians with (1-10)% total measurement-induced
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distribution due to photon-recoil heating from the probe.
Furthermore, Monte Carlo simulations correctly predict
the 30% added to this slope when a normalization pulse
precedes the probing due to additional heating of the pre-
pared atomic sample. In both cases the broadening due to
the combination of probe heating and saturation linearly
extrapolates to the appropriate zero-power linewidth.
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FIG. 2. Experimental line shape foBs2S,,(F = 2) — the probe beam versus detuning, leading to broadened_line
3p2P;,(F' = 3) taken with probe intensity of 5@W/cm?2. shapes. To determine the effect of the optical opacity,
Circles represent experimental data, and solid curve is fit ofve measured the linewidth as a function of the number
a Voigt profile (FWHM Lorentzian parameter is 9.94 MHz) of prepared atoms, which was changed by altering the
to the data. Note that fit is indistinguishable from pure paman excitation efficiency. An extrapolation to zero
Lorentzian. - . . .

optical opacity lead to ar-0.8% correction (the two lines

in Fig. 3 were taken at opacities differing by 20%), in
broadening. From these line shapes, we derive@xcellent agreement with computer simulations. For this
Lorentzian linewidths from nonlinear least squares fitsmeasurement, taken d0~’ torr background pressure,
by a Voigt profile with a fixed Gaussian parameterother density and number dependent effects such as
[6vrwam = 141 kHz, associated with velocity-selection background and cold atom collisions play a negligible role
width (138 kHz) plus laser width (24 kHz) and magnetic for our line shapes.
field inhomogeneity (17 kHz)]. One of the dominant Two less important systematics resulted from incom-
broadening mechanisms (beyond the natural width) waplete optical pumping. First, atoms excited o= 2
due to saturation (saturation intensity= 6.3 mW/cn?) by velocity-insensitive processes broadened the lines by
by our standing wave probe and was linear for this0.13% due to the larger Doppler contribution of these
low saturation limit(7/ly < 0.05). Figure 3 shows the 50 K atoms, which contributed 5% of our total signal.
experimental Lorentzian FWHM (witho error bars) Secondly, Zeeman splitting in the Raman spectrum led to
as a function of probe power taken with and without aexcitation of a different velocity clagsr = 30 cm/s) for
normalization period. Though saturation broadening isatoms left inm = 0 after the first round of optical pump-
responsible for a majority of the slope, detailed Monteing, broadening the resonance by only 0.02%. Remain-
Carlo simulations revealed that 15% of this slope can béng systematics contributed at thed.1% level—Table |
attributed to diffusive broadening of the atomic velocity summarizes our systematic corrections and their associ-

ated uncertainties for our measurement.

Our final result for the full linewidth of the Nap 2P3/2

T 106 excited state is 9.802(22) MHZ ¢ uncertainty), which
§ . corresponds to a lifetime of 16.237(35) ns. Figure 4
= 104 shows a comparison of this result with recent measure-
2 ments (with1o error bars) and theoretical calculations.
5 102 —
i |
g 100 g TABLE I. Summary of systematic corrections and uncertain-
E ties for our measurement of the lifetime of tB&;,, level of
98— | I , | | | Na (all units in MHz).
0 50 100 .150 20% 250 300 Systematic Linewidth Correction Uncertainty
Intensity (UW/cm”)
Data run 1 9.887 0.021
FIG. 3. Graph of FWHM linewidth vs probe intensity with For 3.0% opacity —0.075 0.017
and without normalization. Circles represent data wherepata run 2 9.935 0.025
normalization (intensity equal to probe intensity) preceded Fqr 360 opacity —0.090 0.018
probing, resulting in a larger slope due to additional heating. . .
Linear fit to this data (solid curve) extrapolates to a zero-~veraged linewidth 9.827 0.021
intensity FWHM linewidth of 9.887(21) MHz, which when Residual50 uK atoms —0.013 0.003
corrected for 3.0% opacity corresponds to 9.812(27) MHz.B-field inhomogeneity —0.007 0.001
Diamonds depict data taken without normalization. DashedResidualm = 0 atoms —0.002 0.0003
line is a linear fit to this data yielding a zero-intensity FWHM Laser linewidth —0.0015 0.003
linewidth of 9.935(25) MHz, or 9.845(31) MHz after correction Residual velocity —0.0015 0.001
for 3.6% opacity. Adopted experimental result is averagegregyit 9.802 0.022

9.827(21) MHz.
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Experiment have thus demonstrated a new precision technique for
gi‘gs‘:ﬁ[e;]alw ﬁzsggem iggg ——i determining atomic lifetimes. We have determined an
Volzetal[15] FastBeam 1995 rou * ! |mproveq value for the Nap 2P3/2 I!fet|me, thu_s resolylng
This work Linewidth 1995 —e—i the 1% discrepancy which has existed for this atomic level.
Theory The authors thank Linda Young and Wendell T. Hill
Guetetal.[3] ~ MBPT 1990 o Il for encouraging us to develop this method. We
fgssgseoit:tlﬂl 4 ﬁgg}; o igg‘s‘ * . would also like to acknowledge useful discussions with
’ i ! | | | Alan Gallagher, Tomas Pellizzari, Carl Wieman, and
161 162 163 164 16.5 Peter Zdller, and a generous equipment loan from David
3p°Py, Lifetime (ns) Nesbitt. Finally, we thank our colleagues for sharing their

results with us prior to publication [14,15]. This work

FIG. 4. Comparison of N&p
and calculations. Ap 2P3/2 lifetime has been derived from
the calculation of the totals-3p line strength(S = 37.26 a.u)

by Jonsseret al.[14]. This derivation assumes an oscillator
strength ratio f(3p2P32)/f(3p*P1,) = 2, consistent with
Refs. [3,15].

Here we see that our result disagrees with previous

(time-domain) measurements, but is in good agreement

with state-of-the-art calculations, especially the recent
configuration interaction calculation (MCHF-CI) by
Jonssonet al.[14]. Furthermore, it agrees extremely
well with a very recent fast-beam measurement by Volz
et al.[15]. These results collectively bring an end to
the long-standing N&p lifetime discrepancy between
experiment anab initio theory.

Our result encourages us to put this method forward
as an alternative high precision method for measuring
atomic lifetimes. This technique is complementary to
time-domain methods in that it is ideally suited for broad
transitiong>30 MHz) from short-lived levels, whose life-
times(<5 ng) are difficult to measure precisely in the time
domain. Moreover, Doppler broadening effects would be

greatly reduced for heavier atoms, so the measurement

could be performed (without Raman velocity selection)

with a single frequency-stabilized laser. Thus frequency-
domain lifetime measurements would be best performed
on short-lived levels of reasonably heavy, cooled atoms or
ions. Attractive candidates include the first excited state
heavy alkali atoms such as Rb, Cs, or even Fr, for which th
lifetime has only been theoretically estimated [16]. Also
the strong singletS-P transitions in the alkaline earths
[such as the 34 MHz natural widif$s?) 'Sy-(5s5p) ' P,

*Py, lifetime measurements a5 supported by NSF, NIST, and ONR.
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