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Quantitative Study of the Ionization-Induced Refraction of Picosecond
Laser Pulses in Gas-Jet Targets
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A quantitative study of refractive whole beam defocusing and small scale breakup induced by optical
ionization of subpicosecond and picosecond, 0.25 and 1mm, laser pulses in gas-jet targets at densities
above1 3 1019 cm23 has been carried out. A significant reduction of the incident laser intensity was
observed due to refraction from ionization-induced density gradients. The level of refraction measured
with optical probing correlated well with the fraction of energy transmitted through the plasma. The
numerical and analytical models were found to agree well with experimental observations.

PACS numbers: 52.50.Jm, 32.80.Rm, 52.35.Tc
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The interaction of ultrashort high power laser puls
with gaseous and plasma targets has applications in x-
laser, high harmonic generation, particle acceleration, a
fast igniter studies [1–3]. In general, for these applicatio
irradiances exceeding 1018 W cm22 are required. Refrac-
tive defocusing of short laser pulses, however, may lim
the irradiances which can be achieved. In particular,
fraction effects may be important when dense gaseous
gets are used where large density gradients are gener
due to rapid ionization. This problem may affect the pro
agation of laser pulses through the gas filled hohlrau
that have been proposed for inertial confinement fusi
applications. The subject of defocusing has been stud
theoretically [4], where an estimate of the characteris
defocusing length was obtained. Recently, more detai
treatments of refraction have been published including
analytic model that predicted the maximum achievable
tensity and ionization stage as a function of the gas, d
sity, and focusing optics [5]. Numerical solutions to th
wave equation in the paraxial approximation [6] also co
firmed that defocusing clamped the incident intensity. E
perimental studies of ionization-induced defocusing ha
been carried out in gas cells [7], where an empirical re
tion was found between the focused intensity and gas c
pressure. Applications such as recombination x-ray las
require highly uniform ionized plasma channels of hig
density extending over several millimeters for high ga
and energy efficiency [1]. It may, however, be difficult t
achieve such conditions in high density gaseous targets
to whole beam refraction and small scale breakup of la
inhomogeneities. An understanding of the limits place
on the plasma length and ionization stage achieved in g
jet targets due to refraction is essential to determine th
feasibility for x-ray laser and other applications.

This Letter presents space resolved measurements
the initial plasma density profiles and plasma uniformi
obtained during two separate experiments with simi
gas-jet targets at high density. In the first experime
0031-9007y96y76(9)y1473(4)$06.00
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a 1 to 3 ps,1.054 mm laser pulse was focused at
vacuum intensity up to3 3 1018 W cm22 onto the edge
of a helium or neon gas jet. In the second a 350
KrF laser pulse was focused at a vacuum intensity up
6 3 1016 W cm22 into the middle of a similar jet. For
both experiments the refractive defocusing was measu
as a function of gas density using optical probing. The
observations were consistent with measurements of
transmitted laser energy. Simulations agreed with t
refraction observed, and the reduction of the focus
laser intensity in the plasma was inferred from numeric
models.

The experiments were performed on different laser s
tems at the Rutherford Appleton Laboratory. The fir
experiment was carried out on the VULCAN Nd:glas
laser operating in the chirped pulse amplifications mo
(CPA) [8] with the compression gratings located und
vacuum in the target chamber. AnFy5 off axis parabola
focused the beam onto the gas vacuum boundary w
a typical focal spot of30 mm full width at half maxi-
mum (FWHM). The nominal vacuum intensitysIyd was
s1–3d 3 1018 W cm22 with a 200 ps prepulse (FWHM) at
an intensity of1013 W cm22. The second series of experi
ments was undertaken on the SPRITE KrF laser. The la
was also operated in CPA mode. The pulse length w
350 fs (FWHM), with an energy of 150–300 mJ on targe
The laser pulse was focused onto the middle of the gas
target with a focal spot of30 mm (FWHM) by anFy4.5
off axis parabolic mirror givingIy ­ 6 3 1016 W cm22.
The main pulse was superimposed on a 20 ns (FWH
amplified spontaneous emission pulse at an irradiance
1 3 109 W cm22. For both experiments a solenoid pulse
gas-jet target was used with a 1 mm diameter cylindric
nozzle. The gas flow was subsonic, resulting in a gas d
sity gradient along the laser propagation direction, whi
typically gave a factor of 3 reduction in gas density fro
center out to a radius of500 mm. Both neon and helium
gases were used with a neutral gas density over the ra
© 1996 The American Physical Society 1473
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1 3 1019–1.5 3 1020 6 10% cm23. In both experiments
the plasma was diagnosed with a temporally independ
probe pulse which was split off the main uncompress
heating beam. On VULCAN, the split-off was compresse
on a pair of gratings and frequency doubled in a KDP cry
tal resulting in a probe wavelength of0.527 mm and a
pulse duration of a few picoseconds. On SPRITE the u
compressed KrF pulse with a duration of less than 10
was used. A moiré deflectometer [9] probed the electr
density gradient and density profiles at discrete interv
for times up to 2 ns after the end of the pulse. The op
cal system gave a resolution of1 mm, however, diffractive
effects from the moiré gratings limited the fringe resolu
tion to 7 mm in the transverse direction. Calorimetry o
the laser energy transmitted through the target within
acceptance angle of 5.5 deg was also used.

A number of numerical models were used for da
interpretation, for detailed comparison with experiment
measurements and the analytical theory. A numerical
wave propagation code was used to model the interact
[6]. This solved the paraxial wave equation numerically
cylindrical symmetry for a transverse electric field of th
form E ­ usr , z, td expfiskz 2 vtdg, wherer andzare the
radial and longitudinal coordinates, respectively. The fr
electron contribution to the refractive index was calculat
at each grid point using the tunnel ionization model [10
which was limited to include ionization up to the third stag
only. The initial laser profile was assumed to be Gauss
and the output from the code was in the form of 2
intensity and density contours of the radial distribution
the laser intensity for the laser pulse and the total elect
density throughout the gas jet. The electron temperat
was predicted using an inverse bremsstrahlung model
contained a correction to the electron collision frequency
high laser fields, due to the inability of the plasma to shie
the high frequency quiver oscillations of the electron
This increased the upper limit of the maximum impa
parameter in the Coulomb logarithm term from the Deb
length to the excursion distance of the electron in the la
field [11]. Under these conditions the Langdon effect [1
was not important and was not included in the model. T
expansion characteristics of the plasma following the la
heating stage were modeled using theMEDUSA code. The
plasma temperature was inferred by fitting the tempo
evolution of the plasma radius predicted by the simulati
to the experimentally measured expansion characterist
using the initial energy of the plasma as the adjusta
parameter, as described in detail in a previous publicatio
[13].

A moiré deflectogram of the plasma taken 6 ps aft
focusing a 2.8 ps, 16 J,1.05 mm laser pulse at a vacuum
intensity of 8 3 1017 W cm22 onto the edge of the gas
jet is shown in Fig. 1(a). The vacuum focusing positio
is at the right hand edge of the field of view and th
gas density increases from1 3 1019 to 3 3 1019 cm23

s65 3 1018 cm23d from the edge to the center as show
in Fig. 1(c). In Figs. 1(a) and 1(b) the plasma radiu
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FIG. 1. Moiré deflectograms of expanding plasma 6 ps af
focusing 5 TW,1 mm laser pulses on the vacuum-gas bounda
for (a) neon and (b) helium, both at a center density
3 3 1019 cm23. The vertical bar near the center of the pictur
is an imperfection of the filters in front of the film. The lase
is incident from the right and the expansion of the beam
5.7 deg due to the focusing optics is superimposed on (a). T
gas density gradient variation along the gas jet is shown in (

can be seen to increase with a characteristic angle m
greater than the 5.6 deg cone angle of theFy5 focusing
optics, which is superimposed on the figure. The plas
also broke up into a number of ionization channels whi
split further as the laser propagated through the jet. T
electron density measured by the deflectrometer at
vacuum focusing position was4 3 1019 cm23, giving an
ionization stage,Zp, of 41, this is lower than the value
of 81 expected from the Coulomb barrier model [14]
the vacuum laser intensity of8 3 1017 W cm22 was used.
This was because the gas extended200 mm before the
vacuum focusing position, causing significant refraction
the beam before it reached best focus. For these conditi
the plasma was strongly refractive with a characteris
defocusing length, length,ld, of 14 mm, whereld ­ ly2
sncryned, l is the laser wavelength,ncr and ne are the
critical electron and electron density, respectively [4]. Th
refraction anglea after a propagation length of800 mm
(the extent of the field of view of Fig. 1) was measure
from Fig. 1(a) to be 23 deg. By assuming negligib
energy depletion due to absorption, the fraction of t
incident laser energy that was transmitted into the 5.5 d
acceptance angle of the calorimeter, as compared to
vacuum case, was used to calculate the expansion a
of the beam. For Fig. 1(a) the transmission fraction w
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2.5%, corresponding to a beam expanding at 30 d
These observations compared well with a simple estim
of a caused by the density gradient across the focal s
obtained from the refraction formula,a(degrees),2.23 3

10212l2sdneydxddL [15], wherel is the laser wavelength
dneydx is the transverse electron density gradient, a
dL is the plasma path length (both in cgs units). F
an average electron densityne ­ 4 3 1019 cm23, dL ­
800 3 1024 cm, dx ­ 3 3 1024 cm, and a ­ 26 deg.
In contrast for helium at the same gas density,a ­
17 deg from Fig. 1(b) and the measured 14% ene
transmission fraction corresponded to a beam expand
at 14 deg. This was entirely consistent with the value
13 deg obtained from the refraction formula at the low
electron density of2.0 3 1019 cm23, measured at the
vacuum focusing position. In general, as the gas den
was increased the observed refraction angle increased
both the transmitted laser energy and length of ioniz
plasma were reduced. The observed refraction angle
the measured transmitted laser energy (within the 5.5
calorimeter acceptance angle) as a function of neon
density is plotted in Fig. 2. The observed angle increa
from 23 to 40 deg when the gas density was increased f
3 3 1019 to 9 3 1019 cm23, while the fraction of laser
energy transmitted reduced from 2.5 to less than 1%.

A simple scaling law relating the average intensityIsLd
in the plasma to the density gradient and propagat
length L was determined from the above results. T
radius of the beam,r, as a function ofL was extracted
from the refraction angle,r ­ hL tansad and if, as a
first approximation, the laser spot was assumed to
a top hat function thenIsLd ­ PypfL tansadgj2, where
PsW d is the total laser power in watts. Insertinga from
the refraction formula givesIsLd ­ PyphL tanfs2.23 3

10212dl2sdneydrdLgj2, with ne, L, and r all in units of
cm. For the case in Fig. 1(a), atL ­ 800 mm, I ,
1 3 1015 W cm22, which is only just above threshold fo
11 neon [14] this agreed well with the small fringe shif
observed in Fig. 1(a) atL ­ 800 mm.

The effect of refraction when the laser was focused in
the middle of the gas jet was also studied in a sepa
experiment with a0.248 mm, 350 fs pulse at a vacuum

FIG. 2. The correlation of the observed plasma refract
angle and the laser energy transmission fraction (within
5.5 deg acceptance angle of the calorimeter) versus gas de
for neon.
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intensity up to6 3 1016 W cm22. In this experiment the
radius of the plasma was found to increase as the
density increased, the point of maximum density w
shifted from the center of the gas jet towards the las
and the plasma again broke up into numerous chann
which split and refracted away from the propagation ax
The ionization channels observed in Fig. 1(a) and in t
0.248 mm experiment were not thought to arise from an
filamentation mechanism but from refractive splitting o
hot spots in the laser beam. The distance taken for
channels to split was approximately estimated from a r
propagation argument [16]. For a hot spot of radiusa,
the density gradient across the channel ofdneyda due
to the ionization will refract the laser and cause t
channel to split within a distance ofdz , dasncry2ned1y2

[16]. For the0.248 mm laser, assuming neon11 at an
electron densityne of 1.5 3 1020 cm23, ney2ncr ­ 4 3

1023, and for hot spots of radius10 mm, da ­ 10 mm,
then dz ­ 77 mm. This agreed well with the splitting
distance of100 6 50 mm observed experimentally unde
these conditions. If the intensity was high enough
cause the electrons to oscillate relativistically then se
focusing could cause the observed plasma nonuniform
The threshold for this is given byPcr ­ 17sncr yned
GW [17]. For the0.248 mm experiment,Pcr ­ 2 TW,
whereas channels first appeared at an average po
below 100 GW, relativistic filamentation was therefo
discounted.

Images of the distribution of light refracted throug
the plasma were obtained by imaging the focal spot
gion with an Fy2.5 quartz lens. It was found that a
the gas density increased from zero to1 3 1020 cm23

the width of the laser focal spot increased from 17
.100 mm. This corresponded to a lowering of the las
intensity from 2 3 1017 to 3 3 1015 W cm22, confirm-
ing that the refractive defocusing limited the focuse
intensity. The experimental results for the case of f
cusing in the center of the jet were compared with t
analytical and numerical defocusing models. The ma
mum intensities predicted by the analytical model [5] we

FIG. 3. Numerical model results showing intensity profile
for a 350 fs, 0.248 mm laser pulse at a vacuum intensit
of 5 3 1016 W cm22, with (a) vacuum and (b) neon gas a
a density of 5.7 3 1019 cm23. The profile in (a) is of a
diffraction limited Gaussian, while (b) shows the light refracte
away from the laser axis. The peak laser intensity near
gas-jet center in (b) is reduced to1.2 3 1016 W cm22 by the
refractive defocusing effect.
1475
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FIG. 4. Variation of intensity with density for the
0.248 mm experiment and models, at a vacuum intens
of 6 3 1016 W cm22. The results of the analytical mode
derived by Fill [5] (full curve) and the numerical model of Ra
[6] (dashed curve) are compared to the experimental poi
obtained from images of the transmitted laser light.

1.8 3 1016 and 8 3 1014 W cm22 for a laser focused
with Fy4.5 optics into neon at gas densities of5 3

1019 and1.5 3 1020 cm23, respectively. The importance
of refraction of the laser light was confirmed with 2D
numerical simulations, which were carried out for a 350
0.25 mm pulse at a vacuum intensity of5 3 1016 W cm22.
A cross section through the peak intensity of the laser pu
in the numerical simulation both without and with gas a
shown in Figs. 3(a) and 3(b), respectively. Figure 3(
shows a Gaussian peaked on axis with a half width at h
maximum (HWHM) around1.5 mm, consistent with the
diffraction limit for a KrF beam focused with theFy5 lens
used in the simulation. In contrast, for a gas density
5.7 3 1019 cm23 the simulated density profile shown in
Fig. 3(b) demonstrates that the laser light is refracted fro
the axial density gradients, increasing the spot radius b
factor of 2 and lowering the peak intensity by a factor of
The maximum laser intensity predicted by the numeric
model was1.2 3 1016 W cm22 for 5.7 3 1019 cm23 neon
and3 3 1015 W cm22 for 1.8 3 1020 cm23, which agreed
within a factor of 2 with the analytical model. A graph
that summarizes the maximum focused intensity as
function of gas density predicted by the models and t
experimental measurements (obtained by fitting a Gauss
to the images of the transmitted laser light) is shown
Fig. 4. Both the numerical and analytical models agre
within a factor of 2 of the experimental data. The reductio
of the focused intensity was also confirmed by compari
the electron temperature measured from the rate of plas
expansion with that predicted by the adsorption mod
[11]. For neon at5 3 1019 cm23 with a vacuum intensity
of 5 3 1016 W cm22 the measured electron temperatu
was80 6 20 eV. Under these conditions the absorptio
models predicted an electron temperature of 282 eV, a
agreement between the model and data could only
obtained if the incident intensity was reduced from5 3

1016 to 9 3 1015 W cm22. Such a temperature reductio
was caused by the decrease inZp due to the lower laser
intensity.

In conclusion, the limitation of intensity in interaction
of intense laser beams with gas-jet targets has b
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observed. When the laser was focused into the mid
of the gas jet the intensity was limited by refraction an
gave essentially the same result as focusing into a
cell. When the1 mm laser was focused onto the edge
the jet the observed angle of refraction was significan
greater than the diffraction limited divergence. It was al
consistent with the transmitted laser energy measured
the calorimeter and with the refraction angle determin
from the measured electron densities. The refract
defocusing was observed to be more severe at1 mm
than 0.25 mm, in accordance with thel2 scaling of the
refraction angle with wavelength. A simple expressio
allowed the laser intensity to be predicted as a funct
of the propagation distance, electron density gradient,
laser wavelength. A strong feature of both experime
was the formation of ionization channels which split
the laser propagated, these were consistent with refrac
splitting of laser hot spots. Finally, the most promisin
solution to the refraction problem would use preforme
plasmas [4,18] to maintain long interaction lengths at hi
laser intensities and densities.
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