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Polydispersity and Ordered Phases in Solutions of Rodlike Macromolecules
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We apply density functional theory to study the influence of polydispersity on the stability of
columnar, smectic, and solid ordering in the solutions of rodlike macromolecules. For sufficiently large
length polydispersity (standard deviations . 0.25) a direct first-order nematic-columnar transition is
found, while for smallers there is a continuous nematic-smectic and first-order smectic-columnar
transition. The length distribution of macromolecules changes neither at the nematic-smectic nor at the
nematic-columnar transition. In the binary mixtures the nematic-smectic transition is also continuous.
Demixing in the smectic phase is preempted by transitions to solid or columnar phases.

PACS numbers: 87.15.Da, 61.30.Cz, 64.70.Md
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It has been known for some time that concentrated so
tions of DNA [1], polypeptides [2,3], polysaccharides [3
and hairy rod polymers [4] form columnar phases. It al
has been observed that DNA in bacteriophages and sp
nuclei of sepia, trout, and salmon exhibit columnar orde
ing [1]. The activity of DNA (renaturation, transcription
or replication) can be enhanced in the condensed phase
Also the condensed form of DNA can be used by nature
store genetic material in small volume and use it at the m
ment of cell cycle. Despite the accumulating body of e
perimental data, very little is known about the influence
various factors, such as attractive forces or polydispers
on the stability of columnar ordering in macromolecula
solutions. It is known that columnar ordering is preempt
by smectic ordering in hard monodisperse rod systems
but can be stabilized in binary mixtures of rods of differe
length [7]. However, since in actual solutions the system
are characterized by the continuous distribution of mole
ular length, true monodisperse or bidisperse systems
rare. Here we fill this apparent gap and study, within de
sity functional theory [8,9], the influence of polydispersit
on columnar ordering.

A polydisperse system with continuous distribution o
molecular masses (or length as is the case here) can
regarded as a mixture of infinitely many componen
Thus, phase equilibria between two phases requires
equality of chemical potentials for molecules of all length
making the total number of equilibrium conditions infinite
Previous studies of polydisperse systems have emplo
bifurcation analysis [10] or expansion in the distributio
function width [11] (valid for sharp distributions only), but
to date, no general approach is known. Here we estab
the equilibrium conditions by a novel technique that do
not involve expansion or assumption of the sharpness
the molecular length distribution.

We pose the following questions: What is the minim
degree of polydispersity necessary to stabilize the colu
nar phase? At what polydispersity is the smectic pha
destabilized? Does polydispersity change the continuo
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nature of the nematic-smectic phase transition [12]? A
there any smectic phases in which rods of different leng
are demixed (completely demixed, or ordered in laye
with varying widths)?

We consider a polydisperse system of hard, para
cylinders of diameterD interacting via the hard core
repulsion potential. The free energy of the system
a functional of the number densityr0sr, Ld, for a given
length Ll (L is dimensionless), is given by the following
formula (the free energy is inkBT units):

Ffrg 
Z

dL
Z

dr r0sr, Ld lnfl3r0sr, Ldg 2 1

1
Z

dL
Z

dr r0sr, LdCsssy0r̄0sr, Ldddd , (1)

The first term in Eq. (1) is exact and represents t
configurational entropy of the polydisperse system. T
second term is the excess free energy determined
the interparticle interactions. HereC is the excess free
energy density of the homogeneous system andr̄0sr, Ld
is the weighted density, defined by

r̄0sr, Ld 
Z

dL0
Z

dr0wsr 2 r0, L 1 L0dr0sr0, L0d ,

(2)

where the weight functionwsr 2 r0, L 1 L0d is normal-
ized according toZ

dr wsr 2 r0, L 1 L0d  1 . (3)

The weighted density [Eq. (2)] represents the influen
of the total density of particles on the density of rods
length L at point r . The normalized length distribution
of the cylinders is given bygsLd  N21

R
dr r0sr, Ld,

whereN is the number of particles in the system.
Now we make the following approximations. Firs

for the weight function we choose the normalized May
function, i.e.,
© 1996 The American Physical Society
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wsr 2 r0, L 1 L0d 
QssssL 1 L0dly2 2 jz 2 z0jddd

sL 1 L0dl
QsD 2 jr' 2 r0

'jd
pD2

 f1sL 1 L0, jz 2 z0jdf2sD, jr' 2 r0
'jd , (4)
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where Q is the Heaviside step function. This weig
function implies that the free energy of a system w
columnar ordering does not depend on the degree of p
dispersity. Second, we employ a decoupling approxim
tion, i.e., r0sr, Ld  rsrdgsLd. The density distribution
rsrd is approximated by a Gaussian function cente
at the sites of the Bravais lattice characteristic for
given phase [8,13–17]. We assume thatgsLd is given
by the Gaussian distribution, characterized by the m
value L0 and the standard deviations. It turns out that
the mean lengthL0 scales out. Finally, the excess fr
energy density for the homogeneous system is appr
mated by the Carnaham-Starling equation as in Ref.
i.e., Cshd  hs4 2 3hdys1 2 hd2, whereh  ry0, r

is the average number density, andy0  s1y4dpD2lL0 is
the mean volume of the cylinders.

The phase diagram obtained from the above outlin
shown in Fig. 1. It encompasses the nematic, sme
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columnar, and solid phases. Fors $ 0.25 there is a direct
first-order phase transition to the columnar phase. T
chemical potential as a function ofL for the nematic and
columnar phases can be written in the form

msLd  lnfgsLdg 1 m0 , (5)

It is central to our approach that for at least one of t
phases in equilibriumgsLd may be calculated as a functio
of msLd, as is the case for Eq. (5). In the nematic pha
m0 is given by

mnem
0  lnsl3rnemd 1 Csy0rnemd

1 y0rnemC0sy0rnemd (6)

and in the columnar phase by
mcol
0 

R
dr' rcolsr'd lnfl3rcolsr'dgR

dr'rcolsr'd

1

R
dr'frcolsr'dCsssy0r2colsr'dddd 1 y0rcolsr'dr2colsr'dC0sssy0r2colsr'ddddgR

dr' rcolsr'd
. (7)
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The equilibrium density distribution in the columnar pha
rcolsr'd is a sum of Gaussian functions centered at
sites of a hexagonal lattice. The lattice constant and
width of the Gaussian peaks are obtained from minimi
tion of the functional [Eq. (1)] with respect to these va
ables. It can be seen directly that the distribution funct
does not change at the nematic-columnar coexistence.
densities at coexistence, normalized by the density at c
packingshcp  py2

p
3 , 0.907d, are determined as fol

lows: hnemyhcp  0.36 and hcolyhcp  0.43, indepen-
dent of the polydispersity of the system.

For standard deviationss , 0.25 we find a continu-
ous transition from the nematic to the smectic phase. T
length distribution does not change the continuous nat
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of the transition. This result is in agreement with com
puter simulations by Stroobants [7], who found a cont
uous nematic-smectic transition for a binary mixture
long and short spherocylinders. This result is not at
obvious. In principle one might expect that the nemat
smectic transition could be accompanied by the sepa
tion of rods, similar to the isotropic-nematic transitio
In the latter case the longer rods are more abundan
the nematic than in the isotropic phase [10,11,18,19].
analogy, we could expect the length distribution to n
row at the nematic-smectic transition and consequently
change the continuous nature of the transition. The tra
tion has been studied as follows. First we have calcula
the chemical potential of the smectic phase. It reads
msmsLd  lnfgsmsLdg 1

R
dz rsmszd lnfl3rsmszdgR

dz rsmszd
1

R
dz rsmszdCsssy0r2smsz, LddddR

dz rsmszd

1

R
dz

R
dz0

R
dL0 f1sL 1 L0, jz 2 z0jdrsmsz0dy0rsmszdgsmsL0dC0sssy0r2smsz0, L0ddddR

dz rsmszd
, (8)
f
n
.
r-
s.
where f1 is defined in Eq. (4). Then we have equat
nematic and smectic chemical potentials:

mnemsLd  msmsLd . (9)
It follows immediately that for the known distributio
function gsmsLd the distribution function gnemsLd is
trivially determined at coexistence by Eq. (5), i.e.,
d gnemsLd  expfmsmsLd 2 mnem
0 g . (10)

The second equilibrium condition, i.e., the equality o
pressure, combined with the normalization conditioR

dL gnemsLd  1 determines the coexisting densities
We have found further that for all degrees of polydispe
sity s the nematic-smectic phase transition is continuou
1397
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FIG. 1. Phase diagram for a polydisperse system of para
rods interacting via hard core repulsive forces. The polydisp
sity of the rod lengths is modeled by a Gaussian distribut
of standard deviations. Squares denote coexistence of phas
triangles a second-order phase transition, and crosses repr
instabilities.

The same procedure has been applied to the colum
smectic phase transition. In this case we have assu
a given length distribution function in the smectic pha
and from the equality of chemical potentials [Eq. (5), (7
s
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and (8)] we could determine the distribution function i
the columnar phase at coexistence with the smectic. T
transition is first order, so the average volume fractio
h jumps at the transition. The distribution function in th
smectic is again assumed to be Gaussian. We characte
the distribution function in the columnar by its mea
value and standard deviation in order to compare it to t
distribution function in the smectic. It turns our that th
change in the mean length is negligible. The standa
deviation of the distributions is larger in the columna
than in the smectic This is the expected result, since
lamellar ordering in the smectic favors a sharp distributi
whereas the columnar structure does not. For example
seen in Fig. 1, a smectic phase with a polydispersity
s  0.15 at a packing fraction ofhyhcp  0.45 is in
equilibrium with a columnar structure of a polydispersit
of s  0.17 at a packing fraction ofhyhcp  0.50.

The dashed lines shown in Fig. 1 represent the ins
bility of the smectic and columnar phases with respe
to perturbations to a hexagonal solid. The phase char
terized by the density distributionrisrd is unstable with
respect to the perturbationdrsi,fdsrd of the symmetry of
the f phase if the following condition holds:
Z
dr

Z
dr0 drsi,fdsrddrsi,fdsr0d

d2Ffrg
drsrddrsr0d

É
rsrdrisrd

 0 . (11)
e.
e
at

ns
lts

nts
rs,
he
the
ion
of

gth
We have assumed that the perturbations can be expre
in the factorized form:drsi,fdsrd  risrddrfsrd, where
drfsrd describes the onset of the ordering speci
for phasef and absent in phasei. For analysis of the
columnar solid bifurcation we takedrfsrd  cosskzd
while for the smectic solid bifurcation we assum
drfsrd 

P3
n1 cossknr'd, where k1  s1, 1y

p
3dk,

k2  s21, 1y
p

3dk, and k3  s0, 2y
p

3dk are the vectors
spanning the first shell in the reciprocal space for t
regular hexagonal lattice.

For large polydispersity the columnar phase is mo
stable than the solid phase. We expect this, sin
in the system of rods with continuous distribution
length, the particles do not fit well into the 3D structu
involving ordering along the long axis of rods. Th
transition is expected to be first order, with the distributi
function more strongly peaked in the solid. The smec
phase becomes slightly destabilized with respect to s
ordering if the polydispersity is increases. This can
understood as an indication that order in thez direction is
least favored, so that even three-dimensional orderin
preferred.

The functional given by Eq. (1) for the general case
a polydisperse system reduces to the binary mixture c
for

rsr, Ld  r1srddL,L1 1 r2srddL,L2 , (12)

where di,j is the Kronecker delta function. Using thi
density distribution, we are able to calculate the fr
energy of the nematic, smectic, and columnar pha
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as well as the instabilities to solid ordering as befor
Figure 2 shows the results for different ratios of th
lengths of the rods. The phase diagram is calculated
the equivalence point, where the partial volume fractio
of the two components are the same. Although the resu
are not completely comparable to those of Strooba
[7], who studied spherocylinders rather than cylinde
qualitative agreement can still be seen easily. As in t
study of Stroobants, we observe the destabilization of
smectic order compared to the nematic, and stabilizat
of the columnar order with an increasing length ratio
the two components.

FIG. 2. Phase diagram for a two component system of len
ratio L1yL2. Note the remarkable qualitative similarity to
Fig. 1.
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We now consider the possibility of demixing within th
smectically ordered system. We look only for a sep
ration of the complete system into one phase consist
mainly of long rods and another phase consisting main
of short rods, since it can be shown that the free e
ergy of such a system is comparable to that of smect
with alternating layers. In order to study the stabilit
we check the partial derivativesMij  ≠2Ffrgy≠ri≠rj ,
whereri are the partial densities of the two componen
It turns out that the matrixsMijd remains positive definite
for all length ratios, compositions, and packing fractio
for which the smectic phase is stable. We also check
the possible coexistence between two smectic phases
widely varying composition, by equating the chemical p
tentials of both components as well as the pressure. Ag
we find no such coexistence in the smectic phase. T
leads to the conclusion that demixed smectics or smec
with varying lamella widths are not found in binary sys
tems under the present conditions.

A physical realization of our model is a dense polydi
perse suspension of elongated colloidal particles stabiliz
against irreversible aggregation by surface-grafted po
mer layers. In a good solvent the interactions betwe
such colloidal particles can be approximated by hard co
interactions [20,21].

In general, however, macromolecules in solutions inte
act via van der Waals forces, and, if they carry surfa
charges, also via screened Coulombic repulsion [20,2
The influence of these complex interactions on the pha
diagram is not known in general.

Different problems arise when the macromolecules a
not rigid but semiflexible [23,24]. It should be note
as well that in self-assembling systems, when the len
distribution is given by the thermodynamic conditions
a given phase [19,25], the equality of monomer chemic
potential is sufficient to set the coexistence conditio
between two phases.

Summarizing, by means of density-functional theo
we have studied in detail the influence of polydispers
on phase equilibria in oriented rodlike macromolecul
systems. For a Gaussian distribution of rods lengt
we find three polydispersity regimes. For0.15 . s $

0 we have the following sequence of phase transitio
nematic-smectic-solid; for0.25 . s . 0.15 we find the
nematic-smectic-columnar and solid phases; for0.27 .

s . 0.25 we find direct nematic-columnar and columna
solid transitions and fors . 0.27 there are only nematic
and columnar phases. We also find that polydispers
does not affect the continuous nature of the nemat
smectic phase transition. We do not find any eviden
for demixed smectic phases. Our novel method for t
study of polydispersity can be easily applied also to t
isotropic-nematic phase transition [11].

We thank Dr. A. R. Denton and Professor H. Löwe
for helpful discussions. This work was supported
part by the Komitet Badan´ Naukowych and “Stiftung für
-
g

ly
-

cs

.

,
or
ith
-
in
is

ics

-
ed
y-
n

re

r-
e
].

se

re

th

al
s

y
y
r
s

s

-

ty
c-
e
e
e

Deutsch-Polnische Zusammenarbeit” grants. Financ
support by the “Fonts der Chemischen Industrie” is al
gratefully acknowledged.

[1] M. Feughelmanet al., Nature (London) 175, (1955);
F. Livolant, A. M. Levelut, J. Doucet, and J. P. Benoi
Nature (London)339, 724 (1986); F. Livolant, J. Mol.
Biol. 218, 165 (1991).

[2] J. Watanabe and Y. Takashina, Macromolecules24, 3423
(1991).

[3] F. Livolant and Y. Bouligand, J. Phys. (Paris)48, 1813
(1986).

[4] J. M. Rodriguez-Parada, R. Duran, and G. Wegner, Mac
molecules22, 2507 (1989).

[5] J. L. Sikorav and G. M. Church, J. Mol. Biol.222, 1085
(1991).

[6] R. Holyst and A. Poniewierski, Mol. Phys.71, 561 (1990);
J. A. C. Veerman and D. Frenkel, Phys. Rev. A43, 4334
(1991).

[7] A. Stroobants, Phys. Rev. Lett.69, 2388 (1992); R. P. Sear
and G. Jackson, J. Chem. Phys.102, 2622 (1995).

[8] R. Evans, Adv. Phys.28, 143 (1979); H. Löwen, Phys.
Rep.237, 251 (1994).

[9] R. Holyst and A. Poniewierski, Phys. Rev. A39, 2742
(1989); H. Xu, H. N. W. Lekkerkerker, and M. Baus
Europhys. Lett.17, 163 (1992).

[10] T. J. Sluckin, Liq. Cryst.6, 111 (1989).
[11] Z. Y. Chen, Phys. Rev. E50, 2849 (1994).
[12] P. G. de Gennes and J. Prost,Physics of Liquid Crystals,

(Oxford University, Oxford, New York, 1993), p. 508.
[13] A. R. Denton and N. W. Ashcroft, Phys. Rev. A39, 4701

(1989);42, 7312 (1990).
[14] D. A. Young and B. J. Alder, J. Chem. Phys.60, 1254

(1974).
[15] A. Kyrlidis and R. A. Brown, Phys. Rev. E47, 427 (1993).
[16] R. Ohnesorge, H. Löwen, and H. Wagner, Europhys. Le

22, 245 (1993).
[17] H. Löwen (private communication).
[18] R. Diebleck and H. N. W. Lekkerkerker, J. Phys. Let

(Paris)41, L351 (1980).
[19] W. E. McMullen, W. M. Gelbart, and A. Ben-Shaul, J

Chem. Phys.82, 5616 (1985).
[20] P. Pusey, inLiquids, Freezing and Glass Transitions

edited by J. P. Hansen, D. Levesque, and J. Zinn-Jus
(North-Holland, Amsterdam, 1991); G. J. Vroege an
H. N. W. Lekkerkerker, Rep. Prog. Phys.55, 1241 (1992).

[21] J. Prost and F. Rondelez, Nature (London) (Suppl.)350,
11 (1991).

[22] J. N. Israelachvili, Intermolecular and Surface Forces
(Academic Press, New York, 1985).

[23] D. R. Nelson, inObservations, Predictions and Simula
tions of Phase Transitions in Complex Fluids,edited by
M. Bauset al., (Kluwer Academic Publishers, Dordrecht
1995), p. 293.

[24] J. V. Selinger and R. F. Bruinsma, Phys. Rev. A43, 2922
(1991).

[25] M. P. Taylor and J. Herzfeld, Langmuir6, 911 (1990);
Phys. Rev. A43, 1892 (1991).
1399


