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Kinetic Anisotropy and Dendritic Growth in Electrochemical Deposition
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It is shown that kinetic anisotropy stabilizes dendritic growth in electrochemical deposition of
copper, and that in its absence the growth tips are unstable to splitting. The degree of anisotropy
in the interfacial dynamics, which may be controlled through the chemistry of the electrolyte
solution, was determined by the measurement of open-circuit potentials of single-crystal electrodes
under nonequilibrium conditions. The experiments provide direct evidence that microscopic interfacial
anisotropy in depositional growth stabilizes the dendritic morphology.

PACS numbers: 68.70.+w, 05.70.Ln, 81.10.Dn, 81.15.Pq

A central problem in the study of pattern formation
is the origin of selection rules that lead to reproducible
structures in nonequilibrium growth [1,2]. Much theoret-
ical work has been directed to the question of whether
interfacial anisotropy is a necessary condition for the for-
mation of stable dendrites [3—11]. Experiments in fluid
displacement have been put forward to provide physical
evidence [12—14], but no depositional growth system has
previously been reported in which interfacial kinetic pa-
rameters can be controlled. Here we present results for
a driven-growth system, based on electrochemical deposi-
tion of copper by reduction of cupric ion in aqueous so-
lution, in which the interfacial dynamics can be measured
and varied to test the predictions of the theoretical mod-
els. We show that kinetic anisotropy in the microscopic
dynamics of the interface stabilizes the dendritic morphol-
ogy, and that in our experiments in its absence the growth
tips are unstable to splitting.

A dendrite is a needle crystal characterized by its tip
radius and growth velocity. Viewed in a moving refer-
ence frame, it maintains a constant shape. The shape and
growth velocity of a dendrite must allow a self-consistent
and stable solution of the transport equation subject to ac-
tivation and capillary boundary conditions [1]. Based on
the boundary-layer model, Ben-Jacob et al. proposed that
anisotropy is required to stabilize the tip against splitting
[3—5]. The same conclusion was reached with the geo-
metric model [6] and solutions to the full diffusion prob-
lem [7—11]. Experiments with Iluid displacement in the
anisotropic Hele-Shaw cell, where the anisotropy is intro-
duced by milling channels in one plate of the cell, pro-
vided additional support [12]. Buka and Palffy-Muhoray
obtained a consistent result with liquid crystals in a Hele-
Shaw cell, where the Iluid viscosity is anisotropic [13].
While the models have been formulated for solidification
from the melt, both the models and the experiments with
fluid displacement have been cited as evidence of the role
of anisotropy in crystallization generally.

The interpretation of results from Hele-Shaw cells was
challenged by Couder et al. , who showed that stable
parabolic fingers could be generated by the placement
of a bubble on the tip [14]. They argued that it is the

introduction of a length scale, the bubble diameter, that
selects a stable tip. In addition, numerical simulation by
Pines, Zlatkowski, and Chait [11] of the full dynamic
problem without the steady state assumption showed
selection of a stable tip without anisotropy.

Resolution of the issue requires a physical system in
which deposition of a single material can be performed
with and without interfacial anisotropy. Several stud-
ies have addressed the role of equilibrium interfacial
anisotropy in dendritic solidification and precipitation by
comparing the shape and growth velocity with the predic-
tions of theoretical models [15—19]. Pairs of materials
with contrasting surface-tension anisotropies, pivalic acid/
succinonitrile [15,18], and pivalic acid/ammonium chlo-
ride [19] have also been examined. In part because of
the restricted range of parameters, no strong conclusions
can be made regarding a particular theoretical model, al-
though there is evidence that the dendrite shape is inde-
pendent of the magnitude of anisotropy for small values
[15,19]. However, these studies do not apply directly here
because none of the materials produce tip splitting, and
the anisotropy is fixed for a given material.

Electrochemical deposition was introduced to the field
of pattern formation as a means of producing a wide
range of morphologies including tip splitting and dendritic
branches as well as diffusion limited aggregates [20—23].
It was soon recognized that interfacial anisotropy could
lead to a transition from tip splitting to dendritic growth
as deposition parameters were varied [23]. In these in-
vestigations, however, the use of high-resistivity solutions
forced the application of high field strengths, which mask
the interfacial polarization. In electrochemical deposition
from well-supported electrolyte solutions, where Ohmic
dissipation is greatly reduced, the interface presents a sub-
stantial portion of the impedance, making the interfacial
dynamics experimentally accessible.

To examine the role of interfacial dynamics and
anisotropy in electrochemical deposition, we performed
potential measurements on the metal-solution interface
of copper single-crystal electrodes in supported solu-
tions. Electrodes with orientations of (100), (110), and
(111) were studied in a conventional three-electrode
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electrochemical cell with a mercury/mercurous sulfate
reference electrode. The composition of the electrolyte
solution was 0.5M CuSO4/0. 5M H2SO4 (sulfate solu-
tion) or 0.5M CuC12/0. 5M HqSO4 (chloride solution).
Each electrode was polished mechanically with 0.05 p, m
alumina, electropolished in orthophosphoric acid, and de-
greased with benzene in a Soxhlet column. The electrodes
were mounted on a single holder and brought into contact
with the electrolyte. The holder was then withdrawn
about 4 mm to form hanging menisci so that contact with
the solution was confined to the polished faces.

When the sulfate solution was deaerated with nitrogen,
the open-circuit potentials of the electrodes were stable
and equal to —355 mV within the experimental uncer-
tainty of 2 mV. When the solution was exposed to air, the
(111) electrode became negative of the (100) and (110)
electrodes by 5 or 6 mV consistent with the results of
Jenkins and Bertocci [24]. In chloride solution, there was
a transient beginning near —500 mV. Within 15 min, the
potentials reached steady values, with the (111)electrode
15 to 18 mV negative of the other electrodes. Deaera-
tion had no effect on the measurement. The magnitude
of anisotropy is consistent with that reported by Bertocci,
although in his solutions, prepared with cuprous ion, the
(110) face behaved more like the (111)[25]. For compar-
ison, we prepared a cuprous chloride solution consisting
of 0.5M CuC1, 1.0M HC1, and 1.5M NaC1, and measured
potentials in close agreement. The anisotropy in open-
circuit potentials is much greater than in sulfate solution.

To determine the effect of interfacial properties on
morphology, we formed copper electrodeposits from both
solutions in the thin-layer cell shown in Fig. 1. The
deposits were grown from the tip of an insulated copper
wire in a 160 p, m thick horizontal layer of electrolyte
solution between glass plates 4 cm on a side. The plates
rested in a Petri dish filled with solution up to the level of
the space between the plates. The reference electrode and
a circular anode 6 cm in diameter were placed in the pool
of solution in the dish. The deposits were formed at a
constant potential with respect to the mercury/mercurous
sulfate reference electrode.

Representative deposits are shown in Fig. 2. In sulfate
solution, the surfaces of the deposits were isotropic
[Fig. 2(a)]. This solution corresponds to the first two Cu + + Cu ,'2Cu'+. (4)

entries in Table I, where the open-circuit potentials
are isotropic for deaerated solution and only slightly
anisotropic when exposed to air. The deposition cell is
intermediate between the two since access by oxygen to
the solution around the deposit is limited by diffusion. In
the deposition experiments, the initially circular interface
was unstable and developed tip-splitting fingers, which
spread and shielded one another. At higher driving force
there were more fingers, and they were narrower.

Deposition from chloride solution produced locally
anisotropic features. This solution corresponds to the
third and fourth entries in Table I in which the potentials
are strongly anisotropic. At low driving force a faceted
morphology was produced, while at high driving force,
the aggregate was made up of fine dendrites with regular
side branches [Fig. 2(b)].

The anisotropy that generates the difference in mor-
phologies can be understood through an examination of
the microscopic mechanism of deposition and the reac-
tions that determine the open-circuit potentials in Table I
[26]. The three species of copper present are the metal
Cu, the cupric ion Cu +, and the cuprous ion Cu'+. They
are coupled by two elementary electrochemical reactions.
The first involves only species in solution, and is there-
fore relatively insensitive to the crystalline orientation of
the electrode [27]:

Cu + + e . .' Cu'+. (1)
The second produces an atom on the surface, and can be
expected to depend strongly on the surface orientation:

Cu'+ + e '. ', Cu. (2)
Deposition is produced when reactions (1) and (2) are
forced from left to right, so that the overall reaction is

Cu+ + 2e '. Cu. (3)
At the open-circuit potential, where no current is passed,
equilibrium between the solution and the metal is ap-
proached by the progress of reactions (1) and (2) in op-
posite directions. Since our solutions were prepared with
cupric ion only, equilibrium is obtained after contact with
the metal by the progress of reaction (1) from left to right
and by reaction (2) from right to left to produce cuprous
ion,
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FIG. 1. Thin-layer electrochemical cell with reference electrode.
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(a)

FIG. 2. Deposits formed by electrochemical deposition (a)
from 0.5M CuSO4/0. 5M H2SO4 at 350 mV (frame width =
2.5 mm); and (b) from 0.5M CuClq/0. 5M H2SO4 at 500 mV
(frame width = 0.6 mm).

In sulfate solution the cuprous ion is unstable, and
the equilibrium constant for reaction (4) is of the order
10 [26]. The deaerated solution comes into equilibrium
with the metal after a very small fraction of the cupric
ions has been consumed, and the different crystal faces
then adopt the same potential [24]. The interfacial free
energy, which may be anisotropic, has no effect on the
equilibrium potentials because the electrodes are planar.

Dissolved oxygen oxidizes the cuprous ion to give
cupric ion, so that if the solution is not deaerated, reaction
(4) does not come into equilibrium, which depends on the
crystallographic plane that is exposed to the solution [24].
Since this anisotropy appears only at disequilibrium, it is
kinetic in character.

In chloride solution, the cuprous ion is stabilized by
formation of complexes, and it is the predominant species

at equilibrium [25,26]. Since our solution is prepared with
the cupric ion, it is not at equilibrium with the metal,
and reaction (4) continues until most of the cupric ion is
consumed, even if the solution is deaerated. The resulting
nonequilibrium potentials depend on the face exposed to
the solution.

The potential adopted by the metal when reaction (4)
is out of equilibrium is a mixed potential determined in

part by the kinetics of reactions (I) and (2). Reaction
(I) involves only ions in solution, and thus should be
less sensitive to the surface orientation than reaction (2),
which produces an atom on the surface [27]. We therefore
expect processes controlled by reaction (1) to be isotropic
and those controlled by reaction (2) to be anisotropic. In
deposition from sulfate solution, where the cuprous ion
is unstable, the rate-limiting step is reaction (1) [28,29].
As a result, the interfacial dynamics of deposition are
isotropic, and tip-splitting growth is observed. In chloride
solution, where the cuprous ion is stabilized, reaction (2)
is controlling, the interfacial dynamics are anisotropic,
and dendritic growth is observed. The solution prepared
with the cuprous ion also produced faceted deposits.
However, we have focused on cupric chloride for the
purpose of comparison with cupric sulfate.

To investigate the effect of anisotropy on the selected
velocity, we found a time-averaged growth velocity by
measuring the time required for the aggregates to reach a
diameter of 1.75 mm. Figure 3 shows a plot of average
velocity versus overpotential (applied potential minus
open-circuit potential). The overpotentials were varied
from 220 to 630 mV, and the velocities fell between 0.02
and 10 p, m/s, a range of 3 orders of magnitude. The log-
log plot gives a slope of 4.7 for the sulfate solution and
4.3 for the chloride solution. At a given overpotential
the velocity in the chloride solution was about 80 times
greater than the velocity in the sulfate solution.

The global deposition rate is equal to the cell current
divided by twice the Faraday constant, since the solutions
were made with divalent copper. The cell current ranged
from 0.2 to 2.8 mA and was larger for the chloride
solution. However, the contrast in current at a given
overpotential was much smaller, never more than twofold,
than the contrast in velocity. Transport limitations on
the global deposition rate therefore cannot account for
the enormous velocity contrast. The critical difference
between the solutions is in the interfacial processes, which
determine the distribution of local deposition rates.

TABLE I. Open-circuit potentials of single-crystal electrodes vs Hg/Hg 2SO4.

Solution

0.5M CuSO4/0. 5M H2SO4 deaerated
0.5M CuSO4/0. 5M HzSO4 in air

0.5M CuC12/0. 5M H2SO4 in air, 0 min
0.5M CuC12/0. 5M HqSO4 in air, 15 min

0.5M CuC1/1. 0M HC1/1. 5M NaC1 in air, 15 min

(100)
—355
—364
—480
—380
—542

Potential (mV)
(110)
—354
—365
—492
—377
—556

—355
—370
—503
—395
—564
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FIG. 3. Velocity versus driving force. 0.5M
CuSO4/0. 5M H2SO4 (~), 0.5M CuClq/0. 5M H2SO4 (+).
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In our experiments, dendrites grow much faster than
tip-splitting fingers. Following the analogy to phase
transitions advanced by Ben-Jacob et al. [30], we suppose
that the system adopts the fastest growing morphology.
If the cell current is limited in part by ion transport, a
faster growing morphology sustains a higher current, or
global Aux, because it sweeps through a greater volume
of solution in unit time [31]. We conjecture that the
faster morphology is selected in transport-limited growth
because it sustains a higher global flux and, hence, a
more rapid approach to equilibrium. When interfacial
anisotropy is introduced to the copper electrochemical
deposition system, a fast growing dendritic morphology
becomes available. In its absence, the system is confined
to the slower isotropic morphology.
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