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Generalized Field Propagator for Electromagnetic Scattering and Light Confinement
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We present a new theoretical and numerical framework for the study of the optical properties of
micrometric and nanometric three-dimensional structures of arbitrary shape. We show that the field
distribution induced inside and outside such a structure by different external monochromatic sources
can be obtained from a unique generalized field propagator expressed in direct space. An application
of the method to the confinement of optical fields due to the scattering of subwavelength objects is
presented.
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Over the past few years, considerable efforts have been
devoted to the understanding of the response properties
of micrometric and nanometric structures isolated in gas
phase [1] or integrated on a surface [2]. Recent continu-
ous progress in scanning near-field optical microscopy
(SNOM) [3—6] has strongly enhanced our insight into
the field distributions in the vicinity of such subwave-
length structures. From a theoretical point of view, dealing
with low-symmetry, three-dimensional (3D) systems ren-
ders the intricate problem related to the electromagnetic
boundary conditions at the material interfaces intractable.
Therefore, most of the numerical approaches based on the
matching of these boundary conditions encounter difficul-
ties when applied to geometrically complex mesoscopic
and subwavelength systems made of realistic materials.
This fact was demonstrated by the theoretical challenge
raised by the development of SNOM.

In order to circumvent this obstacle inherent to the
matching of electromagnetic boundary conditions, we
present in this Letter a new theoretical framework for
a large class of problems dealing with 3D objects of
arbitrary shape and dielectric functions. More precisely,
we show that the entire field distribution induced by
different sources, inside and outside a 3D structure, can
be derived from a unique generalized field propagator
expressed in direct space. This approach is based on
Green's dyadic technique. Although the power of this
technique has long been recognized, its use was impeded
by the difficult construction of Green's dyadics associated
with complex geometries. In this Letter, we point out that
electromagnetic scattering theory gains much efficiency
by adopting certain procedures from quantum scatter-
ing theory. Particularly, the introduction of a dyadic
Dyson's equation enables the straightforward construction
of Green s dyadics associated with arbitrarily complex
geometries.

Let us consider a nonmagnetic scattering system de-
scribed by a dielectric tensor a(r, co) = e„(co) + e, (r, co),
embedded in an infinite homogeneous reference medium
a„(co). This scattering system must not necessarily be a
single region, but can be formed by disconnected parts
embedded in the reference system, with the tensor a, (r, co)
vanishing outside of the scattering system.

When an incident field Eo(r) (a monochromatic field
with the usual exp[ —itot] time dependence is assumed
throughout this Letter, but the method is able to handle
arbitrary incident waves) impinges on that system, the
scattered field E(r) is a solution of the vectorial wave
equation
—p X V X E(r) + k e„(to)E(r) + k e, (r, co)E(r) = 0,

(3)

(L+ e„)G =1,

where k is the wave number in vacuum.
Introducing the operators L, e„and e, for —V X V'X,

k a„(to), and k e, (r, co), respectively, we can rewrite
Eq. (1) in operator notation as

(L+e„+e)E=0. (2)
The incident field Eo(r) verifies, in the same notation,

(L+ e„)E =0.
The field propagator or Green's tensor G(r, r', to) as-

sociated with a given physical system describes the re-
sponse of this system to a pointlike source excitation.
This dyadic tensor is closely related to the field suscep-
tibility of the system [7] and has proven to be extremely
useful in the context of surface science and quantum elec-
trodynamics [8—10]. More recently, it has also been used
to describe nonradiative energy transfer occurring in near-
field optics [11,12].

The Green's operator Go associated with the reference
system is defined by
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E(r) = dr'[B(r —r') —k G(r, r', co) e, (r', co)] E (r')

dr'K(r, r', ~) . E (r') .

The remarkable property of K(r, r', cu) is that it depends
only on the geometry of the scattering system; it does not
depend on the incident field Eo(r). Therefore, this unique
propagator contains the entire response of the scattering
system at frequency ~ and, once it has been computed,
can be used with Eq. (7) to obtain the scattering field E(r)
for an arbitrary incident field Eo(r).

Note that in a first stage one can restrain the calcu-
lation to the field E(r) inside the scattering system and
therefore limit the integration in Eq. (7) to the scatter-
ing system. The field E(r) at any point of the reference
system can then be obtained at a later stage using the
Lippmann-Schwinger equation [13]

E(r) = E (r) —k dr' G (r, r', cu) e, (r', ~) . E(r') .

(8)

Equation (8) is obtained from Eqs. (2) and (3); it shows
that the knowledge of the field in the scattering system
is sufficient to compute the response at any position of
the reference system using Green's tensor Go(r, r', ~)
associated with the homogeneous reference system. This
tensor is known analytically for a homogeneous 3D
system [14,15]:

( 1 —ik„R
G (r, r', cu) = — 1 — " 1

—3 + 3ik„R + k„R ) exp[ik„R]RR
k~R4 ) 4~R

(9)
where R = )R( = ]r —r'( and k„= e„(cu)k . Let us
note that one could also consider a planar surface as a
reference system and, using the corresponding Green's
tensor G,„,f„,(r, r', co), obtain the generalized field prop-
agator for a scattering system lying on that surface.

To compute Green's tensor G required to obtain the
generalized propagator K, we use Dyson's equation [13]

G =G —G e,G. (10)

Equation (10) is easily derived from Eqs. (4) and (5).
Instead of inverting Eq. (10) with a standard procedure,
we use the following original iterative scheme.

where 1 is the unit operator, whereas Green's operator G
associated with the complete system is defined by

(L+ e„+ e, )G =1. (5)
Setting Eq. (2) equal to (3) and using Eq. (5), we obtain

E =E —Ge, E —= KE. (6)
Equation (6) defines the generalized propagator K = 1—
Ge, . In the r representation, Eq. (6) becomes

Let us consider the discretized Dyson's equation

N

p=l

where the scattering system has been divided into N
meshes of respective size 5; centered at r, , i = 1, . . . , N.
The discretized variables G; j and e", have been introduced
for G(r, , r, , co) and e, (r;, cu), respectively. Instead of
solving Eq. (11) directly, we construct the discretized
propagator G; j iteratively by considering each mesh
of the discretized scattering system successively. For
example, at step m of the calculation, we compute the
propagator G;, associated with mesh m. Equation (11)
becomes

Gm Gm —
1 I 2Gm —l s Gm'J iJ im m mj m' (12)

The operator G;, is used instead of G;, in Eq. (12)
to take into account the m —1 previous meshes of the
scattering system. The solution of Eq. (12) is extremely
simple. Starting with t = m, we obtain G j by solving
a small (3 x 3) system of equations. The value of G
is then used to compute G;, for i 4 m using Eq. (12).
This procedure, repeated over every mesh of the system,
leads to the propagator G; j —= G; j associated with the
entire system. This numerical scheme is extremely stable
compared, for example, to the matching methods, and can
therefore be used to obtain G for a very large physical
system [16].

Particular attention must be devoted to the divergence
of G;, for i = j. This divergence requires the appropri-
ate renormalization procedure, as described in detail by
Yaghjian in a different context [17]. These diagonal el-
ements of G; j play an extremely important role because
they account for the depolarization of the matter induced
by the applied field. Indeed, the response of dielectric mat-
ter to an external field Eo(r) results in a depolarization field
such that the total field (external + depolarization) fulfills
the boundary conditions at the interfaces between differ-
ent materials [18]. In this way, the intricate electromag-
netic boundary conditions are automatically satisfied for
any kind of material and object shape.

To assess the power and versatility of the generalized
propagator and corresponding numerical scheme, we in-
vestigate the field distribution in the vicinity of subwave-
length dielectric systems. This problem is particularly
relevant in the context of SNOM, where the imaging
properties of an object are determined by the field
spawned at its vicinity.

Let us consider as a scattering system a 3D letter "F"
with a dielectric constant e, = 2.25 embedded in vacuum
(e„= 1). As this shape has a very low symmetry, dif-
ferent incident fields should lead to completely differ-
ent responses of the system. The size of the letter is
30 nm x 50 nm, and its thickness 7.5 nm; it is discretized

527



VOLUME 74, NUMBER 4 PH YS ICAL REVIE% LETTERS 23 JANUARY 1995

with three layers of 136 meshes each. The mesh size is
= A~, = 5, = 2.5 nm. The 3D letter is illuminated

from its side by a plane wave of wavelength 633 nm and
unit amplitude.

The generalized propagator is used to compute the field
inside the object, and Eq. (8) is then applied to obtain the
field in an observation plane parallel to the letter face,
placed a distance d below the letter. This observation
plane, located in the reference system, is introduced
merely for the convenience of data visualization. Indeed
the field can be computed for any position of the system
using Eq. (8).

In Fig. 1 we present contour plots of the field amplitude
in the vicinity of the scattering object (d = 5 nm); the

spacing between the contour lines a1ways represents 10%
of the corresponding amplitude range. The projection
of the scattering system on the observation plane is
also shown. Two different polarizations are investigated:
incident field parallel to the observation plane (transverse
electric field, TE) and incident field orthogonal to the
observation plane (transverse magnetic field, TM).

In the TE case, strong field gradients appear along the
object sides that are orthogonal to the incident electric

field [Figs. 1(a) and 1(b)]. Thus different sides of the
object are enhanced, depending on the orientation of
the incident electric field, and the field pattern strongly
depends on the propagation direction of the incident
field. The field intensity in the detection plane is highest
immediately outside the object and decreases below it,
leading to an inverse contrast image of the object. This
phenomenon is related to depolarization effects enhanced
by the small size of the object. Indeed, when the
size of the object is larger than the wavelength, these
depolarization effects are hidden by the complicated field
pattern that can arise in. the structure.

For TM fields, the behavior is completely different.
Now the isoamplitude lines perfectly follow the contour of
the object [Figs. 1(c) and 1(d)]. Furthermore, the image
does not depend on the orientation of the incident field,
and the field pattern always reproduces the object shape.
A strong confinement of the field below the object is
also visible. The electric field is now mainly polarized
along the g direction, and the depolarization in the object
occurs in that direction as well. Therefore, the various
depolarization effects that occur in the z direction cannot
be resolved by scanning in a plane orthogonal to that
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FIG. 1. Field amplitude in an observation plane located d = 5 nm below the scattering system. (a),(b) TE incident field and
(c),(d) TM incident field. Two different propagation directions are investigated for each polarization. The orientation Eo of the
incident held and its propagation direction k„are represented in each figure.
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tude at the same observation distance from an object of the
same thickness and dielectric function as that in Fig. 1, but
10 times larger; the incident field is TM polarized. Now
the field is no longer confined in the object, and the maxi-
mum field amplitude is obtained outside the object. As the
object is now larger than the effective wavelength, a more
complicated field structure can be excited inside the latter.
However, strong field gradients perfectly follow the entire
object outline. For TE illumination, the behavior is similar
to that of a small object, and strong field gradients appear
along the object sides that are orthogonal to the incident
electric field.

The generalized propagator presented in this Letter
should be useful in numerous domains of electromagnet-
ics where the response of geometrically complex systems
to arbitrary excitations is required.

FIG. 2. Same situation as in Fig. 1(c), but now the lateral
dimensions of the letter are 10 times larger.

direction, and only the overall response over the entire
system thickness is measured. Such a confined field
can be recorded by an SNOM probing device, which
explains how SNOM can reach a resolution far beyond the
diffraction limit. Therefore, whereas a TE illumination
emphasizes the sides of the object, a TM illumination
leads to strongly confined fields that reproduce the entire
object shape.

When the observation distance increases, the field be-
havior changes, and the field pattern becomes similar
to that scattered by a point dipole. Both polarizations
now produce somewhat similar diffraction patterns, but
for TM field the maximum field amplitude corresponds
to the position of the scattering system, whereas for
TE polarization this maximum appears ahead of the ob-
ject in the propagation direction. Therefore, TM illumi-
nation is best suited for the localization of objects in
SNOM. Contrary to the near field, the field at larger dis-
tances depends on the propagation direction of the inci-
dent field for both polarizations.

Let us emphasize that all the results presented in Fig. 1

were obtained with the same generalized propagator
K(r, r', co). The response of the system to the different
incident fields was then computed using Eq. (7). The
calculation of the generalized propagator for the system
under study took 5.5 min on an IBM RISC system/6000
model 970 workstation. The generation of the field in
the scattering system using Eq. (7) and the calculation of
the field in the observation plane (with 6300 discretization
points) using Eq. (8) took 2 and 41 s, respectively.

When the size of the scattering system increases, the
field confinement observed for a small system disappears.
This is visible in Fig. 2, where we report the field ampli-
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