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Novel Plasma Source for Dense Plasma Effects
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We describe the production of dense, cool plasmas by the laser ablation of inertially confined foils.
Transitions from Al I, AlII, and Al III ions provide the diagnostic information. The electron density N,
and temperature T, are (1—3) X 10'9 cm ' and 1 —8 eV, respectively. These conditions are close to
those required for complete loss of line features. The fractional depression of the ionization potential
for Al I in these plasmas is similar to those found in hot ultradense plasmas.

PACS numbers: 52.50.Jm, 52.25.Jm, 52.25.Rv

The ratio of potential to kinetic energy in a plasma
is given by I = (Z) e/4vreok&TRo, where Ro is the ion
sphere radius. For a strongly coupled plasma I ~ 0.1

[1,2]. The fundamental physics of dense, cool, strongly
coupled plasmas is of interest for a variety of reasons.
First, the model for the ionization balance based on a
Saha-Boltzmann (SB) equation breaks down as the plasma
becomes strongly coupled [3]. Second, significant ioniza-
tion potential depression (IPD) can occur. Third, there are
purely spectroscopic effects in dense, cool plasmas that
have long been the subject of study, including significant
broadening and shifting of spectral lines; the merging of
bound-bound transitions; and the transition from a bound-
bound to a bound-free transition [4—6].

These plasma effects are important on an applied level.
In the areas of astrophysics [1]and the study of laboratory
plasmas created for inertial confinement fusion (ICF)
[7,8] there is difficulty in obtaining simple ionization
balance models and interpreting spectra. The plasmas
described herein give ratios of the IPD to the IP as
large as any obtained in the laboratory. Here the time
scales are long and the experimental arrangements are
more straightforward than in other plasmas where these
effects are found. In the most dense ICF implosions
reported to date N, ~ 10 cm has been measured from
a He-like Ar linewidth [7]. Similarly the laser irradiation
of solid targets with high-power picosecond pulses has
shown that it is possible to achieve N, —3 X 10 cm
diagnosed by the IPD of He-like aluminum [9], but again
the fractional IPD is larger in the plasmas we discuss here.

Prior to the present experimental work, the spec-
troscopy of neutral atoms in a plasma had been studied
for N, ~ 10'~ cm . Calculations presented below indi-
cate that distinct spectral features should persist up to
densities —10 cm 3, where line broadening effects be-
come so large that all the lines are essentially merged.
Devices such as Hash tubes [10], z pinches [11],and gas-
liner pinches [12] can produce dense plasmas. However,
radial gradient and opacity effects limit the spectroscopic
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usefulness of such sources to N, ~ 5 X 10' cm, and
T, from 2 —25 eV. Although N, ~ 10' cm 3 have been
inferred in capillary plasmas [13], T, was such ()25 ev)
that the predominant ion species produced was triply ion-
ized carbon.

For these reasons the study of neutral atoms in plasmas
for N, approaching 10 cm 3 is of specific interest. We
report here for the first time a simple method for obtaining
dense, cool, quiescent plasmas. The plasmas created are
composed of Al I, Al II, and Al III, have N, ~ 10' cm
T, —1 —8 eV, and persist for a few hundred ns. This
is achieved by using confined laser ablation, where the
ablating plasma plume is confined to a few hundred
micron gap. The primary diagnostic method is time
resolved spectroscopy in the range of 400—700 nm.

The experiment was performed using the Vulcan laser
at the Central Laser Facility of the Rutherford Appleton
Laboratory. The experimental setup is shown in Fig. 1.
The target consists of an Al foil held Hat by a rear quartz
support and separated by -250 p, m from a Hat 2—mm
thick quartz disk. The foil was irradiated through the
quartz with up to 3 J of 1.05 p, m light in a 4.5 ns pulse.
The focal spot diameter was 0.7 cm, giving irradiances
on target of order 10 W cm . The absorbed energy
was measured to be -100%, in agreement with previous
measurements at these irradiances [14].
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Emission from the plasma, viewed through the quartz
wall, was imaged onto the slit of a prism spectrometer,
and the dispersed, collimated light incident on the slit of
an optical streak camera, at a sweep speed of 5 ns/mm.
The time resolved spectrum (400—700 nm) was recorded
on a charge coupled device camera. Wavelength, relative
intensity calibration, and spectral resolution of the system
(0.75 nm HWHM) were measured using combinations of
bandpass filters, W and Hg lamps.

The density is determined by three methods. First,
using the widths of the spectral lines derived from
extrapolations of previously published line data, X, is
determined [4,15]. Second, we assume that the laser
energy ablates roughly one skin depth of Al (0.03 p, m)
which fills the 250 p, m gap and yields a density, p, of
3.2 X 10 4 g/cm3. This permits an estimate, from an Al
equation of state [16], that the peak T, is -8 eV. This
allows the use of an ionization balance model [17] for this
T, and p to determine N, . Third, we compare the entire
calculated spectrum produced from our simple model
(described below) with the observed spectrum. These
estimates yield N, —(1 —3) X 10' cm

A typical streaked spectrum is shown in Fig. 2(a).
The bright emission in the first 10 ns corresponds to the
initial free ablation from the target foil. The subsequent
decrease in intensity is due to the adiabatic cooling during
expansion into the gap. An increase in emission can be
observed -30 ns after the initial free ablation due to the
heating of the plasma upon impinging on the confining
wall. The -30 ns transit time across the gap is consistent
with the velocity of a -8 eV plasma which is similar to
the T, inferred below by spectroscopic means.

Figure 2(b) shows a trace along the spectral direction
corresponding to a time 60 ns after the peak of the laser
pulse, when uniformity of the plasma will be ensured
by hydrodynamic confinement. Visible in the spectrum
are the Aln 623 nm line [3s4p-3s(2S)4d], and the Alm
452 nm (4p-4d) and 570 nm (4s-4p) lines. Also shown
are the spectra calculated using our model. Figure 2(c)
shows the spectrum for a time 130 ns after the laser
pulse, and here the Al? 395 nm [3s23p-3s~('S)4d] and
Al n 466 nm [3p2-3s(2S)4d] transitions are seen, together
with Al III lines. Calculations are also plotted for three
different T, showing the variation in intensity obtained by
varying the T, for a X, = 1.5 X 10' cm 3, indicating the
sensitivity of the spectra to T, and confirming the utility
of this as a T, diagnostic.

It can be seen in Fig. 2(a) that the emission lasts for
a significant time. A1I and Ale? lines are emitted for
over 400 ns after the laser pulse. Further, it can be seen
from the spectra in Figs. 2(b) and 2(c) that the lines
are extremely broad, typically 3—30 nm, corresponding to
high electron densities. The difficulty with the absolute
wavelength calibration leads to a systematic wavelength
error —5 nm. This does not affect the measurement of
the linewidths and relative line shifts.
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FIG. 2. (a) Experimental streak of a 1.98 J, 4.5 ns FWHM
laser pulse, on a target with a 250 p, m gap. t = 0 corresponds
to the start of the laser pulse. (b) Trace from 60 ns after the
laser pulse, showing the data obtained and fits to the data using
W, of 2.5 X 10' cm ' and T, of 4.3 eV. The thick gray line
represents the calculation using excited states to determine the
ionization balance while the thin dashed line represents the
ground-state-only calculation. (c) Trace from 130 ns after the
laser pulse, showing data together with three synthetic spectra
obtained for N, of 1.5 X 10' cm, with T, of 2, 2.5, and 3 V.
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The radial uniformity ((5%) was estimated by space
and time resolving the emission through a 7.5-nm band
pass filter centered at 535 nm. The effects of thermal
losses to the wall on the axial uniformity have been
simulated by the use of a 1D Lagrangian hydrocode [18]
where the plasma is modeled with the sESAME equation
of state and thermal conductivities [16,17]. We find that
60 ns after the laser pulse the temperature is uniform to
within 10% over the central 220 p, m of the 250 p, m gap,
and at the edges, next to the confining walls, changes
from 90%—10% of its peak value in 3 p, m, indicating
that the plasma is essentially uniform in this direction.
These conclusions are backed up by the experimental
observations that we see no line reversal of the A1I
resonance line (the optical depth of the center of the All
resonance line in this boundary layer was calculated as
(0.05), no evidence of Si emission until at least 250 ns
after the laser pulse, and that the decay time of the
inferred temperature is in reasonable agreement with the
hydrocode simulations. Furthermore, densities derived
from the widths of lines from different ion stages give
consistent results.

A simple model was used as a consistency check
on N, and T, . We assume the plasma to be in local
thermodynamic equilibrium (LTE) and optically thin.
For N, = 10' cm, and T, = 2 eV, we find, using
a hydrogenic approximation [19], that the ion stages
of interest are in complete LTE. We calculate an
opacity of 0.09 for the All 395 nm line (the strongest
line observed) at T, = 2 eV and N, = 2 X 10'9 cm 3.

For these conditions I ~ 0.2. This is the limit of the
applicability of the Saha-Debye-Huckel theory [3]. To
obtain the ion state populations a SB model modified
to include the IPD was formulated. This equation of
state included partition functions calculated to include the
first four manifolds of the ions stages Al?, Al?I, Alt?r,
and Allv, taken from published data [20,21]. States
above those explicitly included were treated using a
hydrogenic approximation [19]. The inclusion of the
excited states was necessary due to the high N, and
low T, of the plasma. The importance of using a more
complete set of states is illustrated in Fig. 2(b) where two
calculated spectra are compared to the data. There is a
large difference between the spectrum derived from the
ionization balance with ground states only compared to
both the data and the case including the excited states.
Once the ionization fraction had been calculated the
spectral position and profile of each line was determined
assuming Lorentzian profiles. The linewidth and line shift
data produced for use at lower N, using the semiclassical
theory [4,19] and its recent extensions [15,22] have been
extrapolated for use here. The effect of the strong
coupling on the line shapes is expected to be small [23],
and was not included. Electron broadening only is used
for the ion profiles, while the Al r width and shift includes
ion broadening [4].
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FIG. 3. Time-dependent N, and T, derived from fits of
calcUlated spectra to the experimental data.

35
E

Z. 5

2

1 ~ 5

+ 1

0.5

0

! I
I

I I I I
I

I I I I
f

I I I I
f

I I I I
[

I I I I

Caicuiated Haif width shift
lxpeArrientaI HBIf wl~~~th shl: t

II
I »I i i I » ii & I

80.0 90.0 1 00 1 1
Time

0 120 130
(ns)

140

FIG. 4. Relative half-width shifts of the A11 395 nm [3s'3p-
3s'('S)4d] line. Zero shift is set at t = 130 ns.

In Fig. 3 we show the time-dependent N, and T,
deduced from the comparison between the data and
computed spectra. The densities have been inferred
from the widths of the Al?Ir 452 nm and Al?I 623 nm
transitions for the early times with higher T, and N„
while the Alar 623 nm and A1I 395 nm transitions are
used for later times. The T, were inferred by determining
the spectrum with the closest fit to the observed data, see
Fig. 2(c). We estimate the error in T, to be approximately
0.5 eV. The same analysis provides two diagnostics of
N„ i.e., from the linewidths and the line shift of the
Al I 395 nm transition. The shift versus time is shown in
Fig. 4 where it is compared to calculated shifts [4] using
the diagnosed N, and T, ~ There is reasonable agreement
between the calculated and observed shifts. The model
results have been independently corroborated by the oPAL
code [24].

With our model we can calculate the N, at which the
spectral lines effectively merge into a quasicontinuum.
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FIG. 5. Calculated spectra at a T, of 2 eV and W, of 1 x
10' cm ', 5 && 10' cm, and 1 && 10 cm

Figure 5 shows that distinct spectral lines merge at N, ~
5 X 10' cm . We note that for the Al? transition at
309 nm to overlap the position of the 395 nm line, N, —
3 ~ 10'9 cm 3 is required.

In summary, we have shown that a new plasma genera-
tion technique can be used to create a uniform plasma in
extreme conditions with N, an order of magnitude higher
than previously reported for these low temperatures.
Thus, the work reported here is probing the limits of
where useful spectroscopy can be performed in the visible
region of the spectrum. There are advantages over other
forms of laser generated plasmas which are generally
small and have very severe gradients, making diagnosis
difficult. However, using a less powerful laser with a
larger focal spot produces more tractable plasma. It is
important to realize that the effects of extreme conditions
on the spectroscopy, which has been a constant theme
in the generation of these plasmas, may now be studied.
As an example one can estimate the IPD as a fraction
of the IP and find that we have a reduction of 5%
for Alr at 2 X 10' cm for the plasma presented here,
while previous high-power laser plasmas provide, e.g. ,
4% for He-like Ar at 1 X 102 cm s [7] or He-like Al
at 3 X 1023 cm 3 [9]. Therefore, this work constitutes
an important advance to the spectroscopy of dense, cool
plasma as these data prove we are able to study a new
region of T„N,parameter space previously inaccessible.
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