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We present first numerical evidence that in an excitable medium the synchronization of spatiotemporal
patterns with external excitatory waves shows a sharp peak at a finite, well-defined noise level

independent of the system size.

of stochastic resonance to spatially extended systems.

This effect can be understood as a generalization of the concept

We further show the impact of spatiotemporal

stochastic resonance for the spreading of spiral waves, where the noise level controls the scale and size

of the spiral.

PACS numbers: 82.40.—g, 05.40.4j, 47.54.+1

Pattern formation far from equilibrium has been studied
very extensively in the last years (for a recent review,
see [1,2]). Representative examples are Rayleigh-Bénard
convection rolls, Taylor-Couette flow, and spiral waves in
the Belousov-Zhabotinsky reaction. Typically a pattern
starts to build up when the control parameter (the tempera-
ture difference in case of the Rayleigh-Bénard system)
becomes larger than a critical value. Noise makes the
bifurcation smooth by triggering the onset of the pattern
even below threshold » < r.. The role of fluctuations for
the onset and selection of patterns has been studied in
some detail and is reported on in a number of articles in
[3,4] and [5]. In this paper, we discuss the role of noise
for the formation of patterns in two-dimensional excitable
media from a different perspective.

It has been shown that a certain amount of noise can
amplify temporal patterns by increasing the system’s sen-
sitivity via stochastic resonance [6] (for recent reviews,
see [7,8]). This effect has been shown first for symmet-
ric bistable systems. The external forcing (the temporal
pattern) tilts the bistable potential weakly back and force
(weak enough that the potential remains bistable), thereby
modulating the barrier height for noise-induced hopping
between the stable domains. The synchronization of the
hopping with the external forcing shows a bell-shaped
curve as a function of the noise strength—the fingerprint of
stochastic resonance. Only recently, stochastic resonance
has been demonstrated in much simpler systems, namely
in threshold devices [9—11]. Here, Gaussian noise and a
periodic signal is applied to a threshold device which re-
sponds with a spike if the sum of the noise and the signal
is crossing the threshold from below. The intensity of the
peak at the signal frequency in the power spectrum of the
outgoing spike train shows a bell-shaped curve as a func-
tion of the variance of the noise. At the maximum, the
variance of the noise matches half the square of the thresh-
old—a result which we will make heavy use of in this
paper. The basic question we study in this paper is in how
far stochastic resonance can also be observed in spatially
extended pattern forming systems.
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As a working model, we use a two-dimensional equidis-
tant square array (lattice constant a) of N X N noisy
threshold devices [9] d;; : x;;(¢r) — s;;(z) (i = 1,..,N and
j =1,..,N). The operation of a threshold device is de-
fined as follows: If the input x;;(¢) is below the threshold b,
there will be no output s;;(z). If the input increases above
threshold, the device responds with a & spike of intensity
io, i.e., s;j(t) = ip®(x;;)6(x;;(r) — b). After such a firing
event, the device enters a refractory period At,, where it
is inactive and not susceptible to any external inputs. We
further take into account an exponential leakage of the in-
put due to the interaction with a thermal environment. This
is described by the linear Langevin equation for the inputs
x;;(z) of the threshold devices

Xij = —vyx; + [yo&i;t), (1)
with
<§ij(l)§mn(t/)> = 250 - ll)a(im)b‘(jn)a
(&ij(1)) =0,

o = <Xij(l)2>, (2)
and the leakage constant y. The Langevin equation (1)
can be integrated exactly over the interval Az, yielding the
map [12]

x;j(t + Ar) = x;;(r)exp(—yAr) + G, 3)

with G being a Gaussian random number with the variance
o = o[l — exp(—=2yAr)]. The time delay A accounts
for nonpropagative delay effects between the formation
of a pulse and its interaction with another element. In
neuronal systems, this time delay describes, e.g., synap-
tic transmission delays. Introducing dimensionless vari-
ables x — x/b,t — yt,0 = o /b? and normalizing the
time step unity, we observe that we can describe the thresh-
old device with two parameters, the normalized dissipation
¥ = yAt and the normalized variance of the noise &
The threshold devices are pulse coupled, i.e., the cou-
pling between them takes place when one of them, say,
dy, fires. It then communicates with its surrounding ele-
ments d;;, located at a Euclidean distance r;; 4, by adding
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the amount Kexp(—)trizj‘kl/az) to their inputs x;;(¢), with
K — K/b in dimensionless units. The dimensionless
quantity A describes the spatial coupling range of the de-
vices. The transfer from all elements dy; spiking at time
t to the input of the element d;; at the delayed time (finite
traversal time for communication) ¢+ + At is given by

2
rl'“
Ax;(t + Ar) = Kkzlexp<—,\ ;;’). )

After each time step we carry through a complete
update of the array, i.e., we identify elements which are
over threshold, reset them, and label them refractory. As
boundary conditions for the square lattice we use free
boundaries, i.e., excitation can propagate out of the lattice,
but no activity can propagate from outside in.

For sufficiently large coupling, i.e., K = exp(A), firing
elements are a source for excitatory waves, spreading
through the array [13,14]. Typical observed wave forms
are spiral waves and target waves [1] (target waves are
single, nonrepetitive wave fronts). The selection of the
respective pattern is achieved by varying the geometry
of the initial conditions. The role of fluctuations in the
regime K = exp(A) is twofold. First, the propagation of
existing waves is disturbed, i.e., the wave fronts are getting
fuzzy but are not destroyed. Second, noise can create
spontaneously target waves which collide with the existing
wave and with each other. The second effect limits the
unperturbed growth of the spiral wave to a finite coherence
area, which decreases with increasing noise strength. A
detailed analysis of the noise dependence of the size of
coherent areas in view of Bunimovich’s criteria [15] for
the onset of spatiotemporal chaos is in preparation [16].

For smaller values of K, firing elements do not neces-
sarily start an excitational wave. For example, for an ini-
tially infinitely extended single column of firing elements,
the effective thresholds of the elements in the column next
to the firing column are given by

b =1 — Kexp(—A)Sy

1 — Kexp(—A) i exp(—/\nz)

n=-—oo

~1 — KEexp(—)l) for A — 0. )

This equation is obtained by summing up all the contribu-
tions of the elements along the firing column to the inputs
of the neurons in a neighboring column and then sub-
tracting it from the “undressed” threshold. In order that
a wave starts to spread spontaneously, the coupling has to
be larger than K.(A) = /A/ 7 exp(A).

In the presence of noise, however, we observe spread-
ing of excitatory waves also in the subthreshold regime,
i.e., for K < K.. In Fig. 1, we have shown snapshots
of a noise-sustained rotating spiral wave, grown out of
an initial column of firing elements for K = 0.151 <
K.(A = 0.1) = 0.1971 (subthreshold) and ¥ = 0.5. Turn-
ing off the noise, the spiral will eventually disappear [see
Fig. 1(a)]. The scale of the noise sustained spiral wave

ll

d

FIG. 1. Formation of a spiral wave in an array of 400 X 400
threshold elements out of an initially firing column of elements
for K = 0.151,% = 0.5,A = 0.1. A layer of refractory elements
was attached to the left side of the initially firing column. The
frames from left to right represent snapshots of firing patterns
of threshold elements at positions (i, j) with i,j = 1,...,400 as
time evolves. The dots denote firing elements. In (a) the noise
was turned off, while (b), (c), and (d) correspond to the noise
levels & = 0.08,0.13, and & = 0.15, respectively.

is determined by the ratio of the longitudinal (normal to
the front of firing elements) and the transversal (paral-
lel to the front) speed of excitatory propagation. For in-
creasing noise, the noise-induced transversal propagation
speeds up, yielding a spiral wave with a larger curvature
[compare Figs. 1(b) and 1(c)], i.e., a larger degree of co-
herent activity in the array. On the other hand, if the
noise becomes too large, breakup of spirals and sponta-
neous nucleation of other spirals will destroy the coherent
activity [see Fig. 1(d)]. The value for the noise strength
Top: at which the coherent activity is optimized can be de-
rived approximately by identifying the effective threshold
for the noise-induced growth of a spiral wave. Having a
single column of firing elements, the effective threshold
for the transversal growth is (for small A) larger than the
effective threshold for exciting an element in the column
next to the nearest column of the firing front, i.e.,

ot =1 — Kexp(=2X)Sy = 1 — K7 /Aexp(—2A). (6)

Having once established a layer of two firing columns
of elements, the effective threshold for transversal growth
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is smaller than bgf;. Since the largest threshold in a row of
two threshold processes determines the relevant time scale
of the growth process, bgyr can be identified as the effec-
tive threshold for spiral growth in the subthreshold regime.
The optimal value for the noise is obtained by using the
spiking threshold elements that are most sensitive to ex-
ternal perturbations if the variance of the noise is half of
the square of the threshold [9], i.e., Fope = (1/2) (beft)? =
0.009 (for A = 0.1). The arguments above are, of course,
very idealized. They neglect inhomogeneities in the effec-
tive threshold around the tip of a firing front and memory
effects, but give good first order approximations.

In the main part of this paper, we want to show that
the above found effect of noise induced spatiotemporal
coherence is actually spatiotemporal stochastic resonance
(STSR). In order to make a connection to the notion of
stochastic resonance, we drive our array with a solitary
wave by modulating the inputs of the threshold devices
according to

xij(t) = x;;(t) + Abiyinc.is j=12...,N, ()

where c is the speed of propagation. The response of the
array is a spatiotemporal pattern of firing activity. We
characterize STSR by the time averaged number of excess
events (TANEE) 7 at the position of the wave. TANEE
is defined as the difference of the number of firing ele-
ments along the front of the driving wave (a row of the
array) and the average number of firing events along a row
of the array, not affected by the driving. This number is
averaged over about 10 000 time steps to yield the time av-
eraged number of excess events. In Fig. 2, we show three
snapshots of firing pattern, obtained by operating an ar-
ray of 200 X 200 elements at different values of the noise
leveland K = 0.121 (K. = 0.1971). For the smallest noise

a b
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FIG. 2. Snapshots of the firing patterns of an 200 X 200 ar-
ray (K = 0.121,A = 0.1,y = 0.5,A = 0.3) are shown for & =
0.1 (a), & = 0.16 (b), and & = 0.2 (c). The pointers on the
right side indicate the position of the driving wave. The dots
denote firing elements.
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strength, we can hardly see any impact of the driving wave
on the firing pattern, i.e., an increase of firing activity along
the driving wave. Accordingly, TANEE is relatively small
[see Fig. 3(a)]. Increasing the noise strength, we observe
the formation of clusters of activity, spatially synchronized
with the driving wave. The time averaged number of ex-
cess events, correspondingly, strongly increases. A snap-
shot of the firing pattern at the value of the noise strength
where we observe a maximum of TANEE [see Fig. 3(a)]
is shown in Fig. 2(b). For a further increasing noise level,
firing events uncorrelated with the driving wave start to
dominate the array and we observe a decay of TANEE.
The observed synchronization of the spatiotemporal fir-
ing pattern to an externally applied pattern is the canonical
generalization of stochastic resonance in ordinary dynami-
cal processes. The time averaged number of excess events
7 scales linear with the system size (number N of rows of
the array). This is shown in Fig. 3(b), where we have plot-
ted TANEE, normalized by the system size for K = 0.121
and different sizes of the array (VN = 100, 200, 400). Apart
from a weak system-size dependence around the peak, the
curves show universality with respect to system size. It
is also remarkable that the maximum of TANEE shows a
nonmonotonous dependence on the coupling strength. A
similar phenomenon has been observed for the response of
a globally coupled array of bistable elements to periodic
forcing [17].

In the zero-coupling limit K — 0, the optimal noise
value a3 = 0.5 is obtained by assuming independent
threshold elements [see Fig. 3(a)]. For strong coupling,
i.e., when the cluster size of firing elements becomes larger
than 1/A, we approximately assume that a complete line
of elements is firing. Subtracting all their contributions to
the thresholds of the elements next to the line, we obtain
the effective threshold bfff [see Eq. (5)]. The optimal
noise value for the strong-coupling limit &(I) = (1/2)(19?”)2
is shifted to smaller values of the noise strength in
comparison to the zero-coupling limit. This finding is
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FIG. 3. The TANEE is shown in (a) for three values of

the coupling K as a function of the variance of the noise
for A =0.1, = 0.5 and A = 0.3. The sizes of the symbols
represent the accuracy of the data points. In (b), TANEE,
normalized by the system size N, is shown for the same set
of parameters as in (a) at K = 0.121 and different sizes of the
array (N = 100, N = 200, N = 400).
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confirmed by the results of our computer simulations in
Fig. 3(a). Itis important to note that the discussion above
applies only if we operate our array under subthreshold
conditions, i.e., A < b,

In the absence of noise, only a totally quiescent phase
is stable, i.e., whatever the initial configuration of out
network is, it will eventually evolve into a state where
all elements are quiescent. Driving the system harder,
in order that 1 > A > b§'"", the stable, totally quiescent
state coexists with a state where all elements fire perfectly
synchronized with the driving wave. Noise will induce
transition between both stable states. For A > 1, the
totally quiescent state becomes unstable and we have
only the perfectly synchronized state as a stable state. A
detailed analysis of this spatiotemporal bistability will be
presented elsewhere [16].

In conclusion, this is the first report of spatiotempo-
ral stochastic resonance in a two-dimensional excitable
medium. Driving the array by a solitary wave, we found
that the synchronization of the firing pattern to the driv-
ing shows a resonance peak as a function of the noise
strength—the fingerprint of stochastic resonance. We
further have pointed out a direct application, namely the
spatiotemporal, parametric control of spiral waves. The
size of the coherent domains in the array (i.e., the size of
a domain where one spiral lives) can be controlled very
sensitively by the noise level. These results might open
new ways of understanding the spatiotemporal dynamics
in neuronal systems, such as the origination of epiletic
seizures [14]—especially the up to now unexplored func-
tion of noise. It might also suggest new ways of control-
ling spatiotemporal structures in the atmosphere.
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