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We present a lattice theory of homopolymers of a variety of architectures. The effective y has a
strong concentration dependence, and y, at the 6 point is (¢/2)In(q — 1)/(g — 2) for all architectures,
where g is the coordination of the lattice. We give the closed-form expressions for the entropy, the
free energy, and the complete phase diagram. The latter is restricted to systems having no first-order

transitions in athermal solutions.

PACS numbers: 61.25.Hq, 81.30.Dz, 82.60.Lf

The synthesis of well-defined branched polymers, stars,
and dendritic polymers [1-6] has become increasingly
popular over the past ten years for a variety of reasons.
One reason for this growing interest is the high number
of functional groups in such architectures, along with
their good solubilities and their biodegradability. Because
these structures are more compact than linear chains
(even in dilute solutions), connectivity of monomers
in these structures enforces strong local correlations in
the positions of monomers. These correlations not only
reduce the configurational entropy but also change the
local energy of interaction compared to linear chain
structures. Since these correlations are neglected in the
conventional Flory-Huggins theory [7], there is a strong
need for a theory of polymers of arbitrary architectures
which attempts to incorporate such correlations. Such
a theory is lacking at present and, therefore, would be
highly welcomed.

In the present Letter, we produce such a theory. We
focus on two special architectural types: (A) a particular
polydisperse solution of randomly branched polymers of
arbitrary functionalities, and (B) a generalized monodis-
perse solution of dendrimers of fixed functionalities and
of fixed size. These two types contain a variety of ar-
chitectures like linear polymers, stars, regular dendrimers,
etc. and can be either polydisperse or monodisperse. We
show that, as a consequence of our theory, quantities of
interest depend, and in some cases strongly, on the coor-
dination number, g = r + 1, of the underlying lattice and
that the conventional Flory-Huggins theory for athermal
solutions emerges as ¢ — . Since the “effective coordi-
nation ¢’ is controlled by the flexibility of the polymer un-
der investigation, the correction may be appreciable. For
solutions with interactions, our theory is, in general, dif-
ferent from the conventional Flory-Huggins theory even
as g — . We locate the 6 point for various architectures
and show that the y parameter at the 6 point is

xo = (q/2)In(g — 1)/(q = 2), (D
regardless of the architecture.

value obtained by Flory [7].
We show that the entropy S = San + Sin, Where

As g — o, ,\/9—~%, the

0031-9007/95/74(8)/1367(4)$06.00

Sint = Pou 1n¢2 + bmu 1n¢2 - ¢p ln¢p
— ¢sIng; — ¢.In(d./2), 2)

is the contribution due to interaction and has the same
form for all architectures. Here ¢ = 1 — ¢,, is the sol-
vent density; ¢, is the monomer density; ¢, = (¢, +
2¢,)/q = ébm — 2/q. b = q/2 — ¢ is the density of
unbonded lattice bonds (i.e., bonds uncovered by poly-
mers); ¢ny = qop),/2 and ¢, = gdo/2 are the densities
of unbonded bonds attached to a monomer and to a sol-
vent, respectively; ¢ is the density of bonds in polymers;
and ¢,, ¢, and ¢. are monomer-monomer, solvent-
solvent, and monomer-solvent contacts. In an athermal
state, ¢, = ¢ = b2,/ bu, bs = ¢} = ¢2,/Pu, and Sin
vanish. Thus we observe that S;,, is given in terms of
only bond densities of various kinds, as one expects in-
tuitively. For polydisperse branched polymers S,u, the
athermal part can again be broken into Sy jin and Syh,br:

Sathtin = (¢1/2)In2g/r + ¢ Inr — ¢olngg — ¢ 1Ing,
— ¢2lngy + dIng + ¢, InQReb./q),

Sanpr = 2. P In(Gr/dr), k=3, 3)

where
q q\?
G = (k)/(2> ’

b1, P2, P53 ... are the densities of k-functional sites, i.e.,
end points, bifunctional sites, trifunctional branches, ....
We note that the effect of the architecture is contained
only in constants Gx. For dendrimers,

Sath = ¢Tln(z> + s ll’l(;) — ¢,Ind,
- ¢0 ln¢0 + ¢u ln(zd)u/q)s (4)

where ¢, = ¢ /b is the number density of dendrimers,
each containing » bonds. The effect of the architecture is
contained in the constants

(7) mna ()
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and the relations ¢, = ¢,, ¢, = (b — 7)p,/s, where
7 =t + 1 is the functionality of the core and o = s + 1
is the functionality elsewhere except at the free end.
Usually 7 = o.

The dimensionless free energy, w = —F/T (we set the
Boltzmann constant kg = 1), can also be broken into w,
and wjy, the latter vanishing for athermal solutions,

@int = (4/2) 1n(¢3u/¢u¢s)a

wan = —Ingo + (¢/2)In2¢u/q), &)

for all architectures. The interaction energy, y¢./q,
according to Flory, is given in terms of the effective
X by Xettdmo. Hence, xerr = xdo/qbmdo and has
a complicated dependence on various densities and the
temperature, since ¢, is a complicated function.

It should be stressed that even though various expres-
sions given above have the same form for different ar-
chitectures, the actual values are different for different
architectures for the same parameters, for example, for
the same y. This is because, for the same set of param-
eters, the densities will, in general, have different values
for different architectures.

The general problem on a lattice of N sites (N — ), of
course, cannot be solved exactly. Therefore, to proceed
further, we make the following approximation which
was initiated some time ago [8]: We replace the lattice
by a Bethe lattice of the same coordination ¢ = » + 1.
This is an infinite tree. The dual cactus is obtained by
surrounding each site of the lattice by a g-sided polygon
obtained by connecting the midpoint of ¢ bonds meeting
at the site, as shown in Fig. 1, for ¢ = 4. After this
approximation, the problem is solved exactly by using
standard methods [8,9]. Thus, excluded-volume effects
and all correlations are treated exactly on this tree. In this
regards, our theory goes beyond the conventional Flory-
Huggins theory of linear polymers.

The cactus is divided into generations m = 0,1,2,...
(Fig. 1). The bond of the tree at the mth generation
is called an mth bond. Note that a bond is shared by

generation-S»

FIG. 1. The cactus for ¢ = 4. The original bonds of the tree
connect the centers of the two neighboring polygons.
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m-th bond

two polygons. Therefore, if K denotes the activity of
a polymer bond, then each polymer bond in a polygon
contributes /K to the statistical weight. To describe
interactions, we allow only the neighboring monomer-
solvent pair interaction & to be nonzero. Let w =
exp(—e&/T) be the activity for such a contact. The Flory
X parameter is y = —glnw. For athermal solutions,
we must set w = 1. We denote the contribution of all
the polymers that lie above a given mth generation site
such that a certain condition E is satisfied by Z,(E).
We construct recursion relations (RR’s) among these
quantities and seek their fixed-point (FP) solution which
describes the behavior in the bulk, i.e., near m = 0, the
origin. This is a well-established technique in the field
of statistical mechanics, see Ref. [9]. Therefore, we defer
the details to a longer paper [10].

(A) Branching polymers.—The polydispersity is pro-
duced by an equilibrium polymerization process, which
is controlled by various activities. The athermal problem
has been investigated recently [9]. Here, we consider ar-
bitrary w. A bond on the lattice may be present (0) or
absent (1) as a polymer bond. Let Z,,(1) = X,, + Y,, and
Z,, = Z,,(0) denote the contribution when the mth bond is
absent or present, respectively. In the former case, X, de-
notes the contribution when no polymer is present, i.e., a
solvent is present in the mth polygon [which lies between
the mth and (m + 1)th generations]. The remainder is
denoted by Y,,. We also introduce U,, = wX,, + Y,, and
Vi = Xm + wY,, which are the contributions due to in-
teraction between a polymer and a solvent, respectively,
in an (m — 1)th polygon and an mth polygon not sharing
a polymer bond. The RR’s are evident (see Ref. [9]):

, r —
X = Vm+ls Y = Z (k)kak/2Urrn+klzll;+l’

Zy = Z(,Z>Wk+1K(k+”/2U,§;"]Z,';+1, (6)
where w; denotes the activity for a k-functional site with
wo = wp = 1. The prime over the sum denotes k = 1,
otherwise k = 0. The FP solutions are obtained by setting
Xm = Buxo, Y = B,,(1 — x¢), and Z,, = B,,x. Introduc-
ing yo = v/u, u=wxg +1—x9, v = x9 + w(l — xq),
and y = x~/K/u, we find from (6)

y = KQo/uQi, yo= (yg + wQ)/(wyg + Q1), (7)

where
fr
0l =01 -y, =2 (k)wkyk,

-
Qo = Z<k>wk+1yk~

Various densities ¢, ¢, and ¢ of solvents, polymer
bonds, k-functional sites or branches k = 1, and pair
densities ¢,, ¢,, and ¢, can be computed according to
the procedures described in Ref. [9]:

b0 = uy; /0102, & = qx*/20,,

br = <q)uwkyk/Q1Q2, ¢p = q(l — x0)°/2Q2,  (8)

k
b = qx3/2Q2, b = qwxo(l — x0)/ 0>,

and

|

I
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where 0> = u + x? with u = vxy + u(l — xo).

To evaluate the entropy S, we need to express various
activities in terms of these densities. To this end, we
express

Yo = \bp do/NBs bl Y2 = 20238 /rae. )

From (7), we note that Q; = Qi + y§ = y§/xo. Using
rK = ud)ZQl/d)’ (1 - x())/xo = Y, d)p/gbs, and

w = ¢:/2\/d, s, (10)
we express K as follows:
InK = Ing/2r + ringo + Ingp, + [(¢ — 2)/2]In ¢,

- (q/2)In¢; — (¢ — 2)In¢,, — Ing. (1D
Similarly (k = 1,3,4,...),
Inw, = — InGy + Ingpy + [(k — 2)q/2]Ine,,
— (k/2)Ingpy — [(k — 2)r/2]Ingy
+ [(k — 2)g/4](In¢; — Ingp)). (12)

The set of Eqgs. (10)—(12) comprises the complete set of
equations of state: Given the activities, the densities are
obtained by solving these, or vice versa.

The entropy is obtained by integrating the equations
of state since, according to standard thermodynamic ar-
guments [11], InK = —9S/3¢, Inw = —34S/dd., and
Inw, = —0S/d¢i. k = 1,3,4,.... The constant of inte-
gration is determined by setting S = O for the pure solvent
system. This yields (2) and (3). The free energy w is
obtained by the Legendre transform: w = S + ¢ InK +
¢.Inw + > ¢y lnw,. Thus we obtain (5).

For linear chains, we must set w, = 0 for k = 3. For an
athermal solution, we set w = 1, i.e., ¢, = 2/, ,, see
(10). This yields the first part of (3). By setting all but one
wk, kK = 3, zero, we obtain a randomly branched system
with a fixed functionality, and so on. Thus, a variety of
systems can be described by (3) and (5).

For a single chain covering the entire lattice, ¢ = 1 and
¢1 — 0. Hence, S = Inr — [(¢ — 2)/2]Ing/(g — 2) and
converges to the Flory expression for the entropy In(r/e)
as ¢ — . For finite g, the Flory entropy is considerably
lower than our entropy. In particular, for ¢ = 2, we
obtain the correct value of a zero entropy, whereas the
Flory value is unphysical, i.e., negative.

(B) General dendrimers.—We consider a monodis-
perse solution of dendrimers in which o = s + 1 differ-
ent subbranches meet at each generation, except at the
core where 7 = ¢ + 1 branches meet. Each branch has D
generations and bp = (s® — 1)/(s — 1) bonds and each
dendrimer has exactly b = 7bp bonds. For o = 2, we
obtain stars. For o = 7 = 2, we obtain linear chains. For
7 = 1, we obtain a branch of the dendrimer, etc.

We introduce X,, and Y,, as before, but divide Z,,(0)
into various parts as follows. Consider an mth polygon
in which the mth bond is present. Either the core (c)
or a free end (f) is at a higher generation. If this
bond is k generations from the core (c¢) located in

the (m + k — 1)th polygon, the contribution to Z,,(0)
is denoted by Z, ;.. If the free end (f) is in the
(m + k — 1)th polygon, and the contribution is Z,, s r, the
following RR’s are obtained at m = 0:

Yo = err_'ZLD,C\/E + a'((j_)Ul’*”
x ;Z?J:}Z',D—KCK”/Z + <:>UlriTle,1),fKT/2,
Zoay = VKU, Zoic = (:)Zi,n,fU{"KT/Z, (13)
Zoxs = (:)Zf,kfx,fof“K"/z,

r ;e .
Zoke = S(S>Zi,1)zk+l,le,k—l,cU1r SK”/Z,

with Xy given in (6). For the FP analysis, we set Zgx, =
Boxi,, v = f or ¢, with By and xy defined as in (A).
Introducing

() e (e e

and y =y, s, we find that y,; = yy;_1, and y, .=
By(pys/a). Thus, yi;=y"%, yi.=p 'y al,
where by = (s* — 1)/(s — 1) and by, = b — bp_; (such
that b, = b). From (13), we also note that y = aK/Q,
with Q, defined by By = B{Q,u” and Q| = Q| — y§ =
BAy’/ua™, with A = gq/7 + (¢ — 2)bp. Introducing
Qo = au, we find that y, and y are given by (7). The par-
tition function Z at the origin is B%Qz with O, = u + x2,
x? =2Bbpy**!'/Ka™"!. Various densities ¢o, ¢, @,
&., and ¢, can be calculated in the standard fashion
and are given by (8) with the current choice of Qop, Qj,
and Q,. Because of the formal similarity, w and y, are
given as before in (9) and (10). However, y is expressed
differently: ¢ /¢y = qBbpy”/a”uyi. Using this and
y = aK/Q;, we find that

InK = Ing/2 + (1/b)np,G + gniny[e, / b},

+ mqlngo//¢s — mingg,
where m =1+ 1/b,n = m — 2/q, and

o= ()7

Integrating InK = —34S/9¢, Inw = —9S/9¢., with S =
0 for pure solvent, we obtain (2), (4), and (5) by the
Legendre transform w = S + ¢ InK + ¢, Inw.

Phase diagram.—The interaction energy in both cases
is given by ¢, Ilnw. Using (10) and g¢pg = 2¢p; + ¢, and
Gm = 2¢ + 2¢, + ¢, we find that (1 — w?)$2/w? +
2¢.¢, — q*dop., = 0. Therefore, ¢. is a complicated
function of w and various densities. This gives rise to
a “complicated” concentration dependence in x.r. For
q — %, ¢/q — 0, we have ¢. — gdopnm, for w = 1. In
this case, y.fr is concentration independent near w = 1.
In general, this is not true.
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Because of the complications produced by first-order
transitions [9] in the presence of branching in system (A)
when w = 1, we consider the system (B) and polydisperse
linear chains below. We first consider the monodisperse
system (B). Here, Qy = au and Qf = cy® with ¢ =
BA/ua™, which is independent of y. Also, u/xo = w +
(1 = xo)/xo = w + Q1/y,. From (7), we find

w = y0)Q1 = ygwy — 1), (14)
which shows that 1y, lies in the range of
{min(w, 1/w), max(w, 1/w)}, due to the positivity of
yo and Qf. The equation y = KQo/uQ, yields

KQo/(1 — w?) = yy;/(yo — w), (15)
where y must be expressed in terms of yy, by using
(14). Forw > wy = /r'/r, ' = r — 1, to be determined
below, we find that there is no singularity in (15) for finite
b. A singularity appears as b — o for K = K,, given by

1/s
(r) K. =w'".
N

This gives the curve C in Fig. 2 in the K-w plane. Forw <
wg, however, the system exhibits first-order transitions
between the solvent-rich phase and polymer-rich phase,
these transitions terminating in a line of critical points for
any choice of b, when the three solutions of (15) merge
into one. This happens at w = w.(M) given by w*(1 +
Mr)? — 2w2M(q + Mrr') + M?*r? = 0, withM = mb =
b + 1, the total number of monomers in a dendrimer.
(The larger root of these is unphysical since it gives rise
to yo > 1/w and must be discarded.) The lower root
gives a line C’ of critical points in Fig. 2. As M — oo,
we.(M) — wy, and this yields yy in (1). At the 6 point, C
turns into line F of first-order transitions. Thus, the 6 point
represents a tricritical point as originally pointed out by de
Gennes [12] in the context of linear polymers. The hatched
surface represents the surface of first-order transitions.
From the quadratic equation, it is easy to see that for large

Phase Separation
Surface

FIG. 2. The schematic diagram in K-w-(1/~/M or wy) space
for polydisperse linear chains and monodisperse generalized
dendrimers (linear polymers, stars, dendrimers, etc.).
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M, we have w.(M) = wy — 1/r~/M, and hence, y.(M) =
xo + q/r~M. For M =1, w.(1) = r'/q, which occurs
at K = 0. For arbitrary M, it is easy to show that y.(M) —
(VM + 1)2/2M as g — =, as expected [12].

A similar phase diagram with identical y, is also
obtained for polydisperse linear chains where w; plays the
role of 1/V/M.

In summary, we have developed a new and unified
theory for a variety of architectures and two particular
types of dispersity. The athermal part S,,, of S depends
on architecture and dispersity; see (3) and (4). As
interactions (w # 1) are introduced, S;,, has the same
form in all cases; see (2). This is also true for w,u
and wiy,; see (5). For w = 1, our theory reduces to
the usual Flory-Huggins theory as g — ». For w # 1,
this is not true in general (see the discussion regarding
Xert above), because the Flory-Huggins theory violates
the relation (10) for w # 1, a relation also obtained by
Rushbrooke [13] for simple fluids. This failure of the
Flory-Huggins theory has important consequences that
will be discussed at length elsewhere. Here, we only point
out a few important consequences. (i) Since ¢, = g, o
in the Flory-Huggins theory, d¢./dw = 0, whereas one
knows that ¢. must increase as w increases. (ii) Sin
must depend on w and vanish only at w = 1. In the
Flory-Huggins theory, Sinx = 0. Flory’s conjecture [7]
that Si. = y,;dmdo, With y, as the entropic parameter
contributing to ), must be incorrect, as this Sj, does not
depend on w and, hence, does not vanish at w = 1.

I would like to thank Mukesh Chhajer, Don Mclntyre,
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discussions, and Sam Edwards and Jean Frechet for
encouraging me to obtain the equations of state for
polymers and the entropy for dendrimers, respectively.
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