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Measurements of Radial Heat Wave Propagation in Laser-Produced Exploding-Foil Plasmas
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Time-resolved, 2D images of x-ray emission from thin, laser-irradiated titanium foils are presented.
The foils are irradiated with 0.35 wm light at intensities of 1 X 10> W/cm? which produces a plasma
with electron densities = 102 cm™ and electron temperature of 3—4 keV. X-ray emission that is
characteristic of the thermal heat front is observed to propagate radially outward from the heated region.
Comparison of these measurements with 2D hydrodynamic simulations of the experiment suggests the
radial heat flux to be about 3% of the free-streaming heat flux.
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Thermal transport in many-body systems is an important
basic topic in physics and becomes difficult when the tem-
perature gradients are steep on the spatial scale of the inter-
actions that limit the heat flow. In this case fluid treatments
of the heat transport such as the Spitzer and Hiarm [1], us-
ing transport coefficients derived from local, pertubative
kinetic theory, fail to apply and more complicated mod-
els must be developed. In the case of nonmagnetically-
confined plasmas, such models [2—6] at minimum involve
solutions of the Fokker-Planck equation to account for
Coulomb collisions, but local magnetic fields, ion-acoustic
turbulence, or other effects may also play a role. This
topic is also of practical interest since calculations related
to laser fusion and other laser-plasma applications must
accurately model heat transport. Experimental data are
needed to test and refine the models, but it is challenging
to perform such experiments, particularly for laser plas-
mas, with their sub-mm spatial scales and subnanosecond
time scales. Steep temperature or density gradients may
exist either along the laser axis or radially outward (trans-
verse) from the laser and introduces the complication of
heat transport in at least two dimensions. Experiments
that specifically address radial heat transport are important
for understanding planar target experiments, x-ray laser de-
sign, and plasma smoothing of laser inhomogeneties, and
the data provide understanding of heat transport in gen-
eral. While some experiments using preformed plasmas
have produced data that could test heat transport models in
steep gradients [7,8], progress in laser-produced plasmas
has been limited. The heat transport in such plasmas is
time and space dependent. However, early heat-transport
experiments could only produce time-integrated measure-
ments of absorption, ablated mass, and x-ray emission [9—
11]. Later experiments include improvements by using
time- and space-resolved measurements of various observ-
ables [12—-18] but still allowed only complex and model-
dependent inferences regarding the thermal heat front
motion.
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We report the first direct observation of the location
and movement of a radially propagating heat front in a
laser-produced plasma. The heat front is driven by a heat
source of roughly constant temperature, produced using
several 0.35 um laser beams to create a plasma whose
central region is underdense to the laser light. The sur-
rounding region is much colder and is overdense, with
steep temperature and density gradients. The resulting
heat front is directly detected by its distinctive, ringlike x-
ray emission as described below. The experimental data
are presented and compared to results of a 2D hydrody-
namic simulation that uses a simple (“flux-limited”) heat-
transport model. These data can furthermore be used for
comparatively detailed future tests of more sophisticated
heat-transport models.

We measure the radial heat wave propagation using
a plasma produced by eight beams of the Nova laser
[19] irradiating titanium foil targets either 0.5 or 1.5 =
0.02 wm thick. Each target is 1.5 = 0.1 mm in diameter
and is supported on a 1000 A thick Formvar foil. Each
side of the target is illuminated by four beams with
11 = 0.5 kJ of 0.35 um light in a 2 nsec long flat-top
laser pulse with 100 psec rising and falling edges. Each
of the f/4.3 laser beams strikes the target at a 50° angle
from the target normal, with its best focus placed 3800 =
200 um in front of the target surface. This produces an
effective overlapping spot that is roughly circular and is
~950 um (FWHM) in diameter. Computer analysis
shows the average total intensity is ~1 X 10" W/cm?
within a 500 um radius, while the average intensity
outside the overlapping region is <1 X 10 W/cm? at
a radius of 600 wm or greater, dropping rapidly as radius
increases.

This experiment allows direct observation of the radial
heat front as follows. Initially, x-ray emission from the
target dominates within the 500 um radius laser spot.
Later in the laser pulse, the plasma becomes underdense
to the laser light in the central 500 wm radius of the foil,
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and hereafter is called the burnthrough time. The radial
density and temperature gradients are steep outside the
burnthrough region and define the position of the radial
heat front. Within 50 psec after burnthrough, simulations
and measurements show that the plasma density within
this radius drops to well below 0.5n.., where n., is the
critical electron density for 0.35 um laser light (n., ~
1 X 10?2 cm™3) and the x-ray emission within this region
drops considerably. The calculated electron temperature
within the 500 um radius is 3—4 keV at this time. The
plasma density increases rapidly at radii = 500 wm, and
the temperature decreases at larger radii so that a bright,
thin “ring” of x-ray emission is produced. This emission
results because the density and temperature gradients at
the heat front are opposed and the total x-ray emission
from the plasma is proportional to n2T¢, where n, and
T, are the electron density and temperature and « is
of order 1.0 [20]. Time-resolved measurements of this
emission ring directly show the propagation of the radial
heat wave. The temperature-gradient scale length at the
heat front may also be estimated from the x-ray emission
profile since the emission at the ring decreases linearly
with decreasing temperature. We will discuss this last
point in a future paper.

The x-ray emission is measured normal to the target
plane using a pinhole array imaged onto a strip line, mi-
crochannel plate detector. This instrument [21] provides a
sequence of several images on each experiment, each im-
age having a spatial and temporal resolution of 15 xm and
80 psec. Source motion blurring limits the spatial reso-
lution to 30 wm for this experiment. A combination of
gold photocathode and beryllium filters limits the detector
response for x rays with Av = 2.5 keV. The instrument
output is recorded onto film, and the film is digitized. The
absolute timing of each frame is *+50 psec, but the rela-
tive time between sequential frames is more precise. A
sequence of two frames is shown in Fig. 1 for the 1.5 um
thick foil after laser burnthrough. The ring-emission ra-
dius is measured for each frame by least-squares fitting a
circle through the centroid of the ring and has an uncer-
tainty of +30 pum.

1000 pm

1000 um

FIG. 1. Time-resolved x-ray images of 1.5 um foil after laser
burnthrough. The frames are at (a) 880 psec and (b) 1030 psec
from the beginning of the laser pulse, and the laser burnthrough
time is at about 600 psec. The emission ring is superposed
over the background plasma emission.
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A plot of the ring-emission radius versus time is
given in Fig. 2 for both foil thicknesses. The data at a
radius ~500 xm are from images where the ring emission
first develops. Images at earlier times show a bright
emission spot ~500 um in radius and no indication
of any ring structure. These measurements indicate a
burnthrough time of about 150 and 600 psec for the 0.5
and 1.5 um foils. An independent measurement of the
burnthrough time for the 1.5 um foil was made in a
separate experiment [22] using a low-intensity 0.53 um
laser probe during the 0.35 wm laser heating beams.
This measurement indicates that the plasma becomes
transparent to the 0.53 um laser probe at 600 * 50 psec,
in excellent agreement with the x-ray measurement. This
measurement was not obtained for the 0.5 wm foil.

We performed hydrodynamic simulations of these ex-
periments using the 2D Lagrangian code LASNEX [23]. The
modeling used cylindrical coordinates and assumed Z-axis
symmetry. The laser wave modeled as a bundle of f/4.3
rays in a 50° cone incident on either 0.5 or 1.5 wm titanium
foil plus an additional 1000 A Formvar foil and included a
correction for 3D ray paths. The titanium foil radius was
750 wm and the Formvar radius was 1500 wm. An effec-
tive laser intensity profile for the overlapping beams was
calculated from measurements of a single beam. A cal-
culation of a laser intensity profile with similar focusing
as our experiment is described in Ref. [24] and is shown
in Fig. 2 of that reference. The calculations use 11 kJ of
0.35 um light in a 2 nsec trapezoidal pulse on each side of
the foil. The calculations include both resonance absorp-
tion and linear and nonlinear inverse bremsstrahlung ab-
sorption; however, the nonlinear effect [25] is small for our
case since Z(vos/v.)? =< 0.06, where Z is the ion charge
state and v, /v, is the ratio of electron quiver to thermal
speeds. Nonlinear inverse bremsstrahlung has negligible
effect on the electron distribution at (2—3)v, compared

800 — T LI

Ring-emission
radius (um)
o ~
= =)
° )

[*)]
o
o

400 * t

0 500 1000
Time (psec)

1500

FIG. 2. Plot of the ring-emission radius versus time for the
0.5 um foil (s) and the 1.5 pwm foil (n). - The solid-line curves
indicate hydrodynamic simulations for each foil thickness using
a flux limit f = 0.03. The dashed-line curve indicates the
simulation for the 1.5 um foil using a flux limit f = 0.1.
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to modifications by heat transport itself. At burnthrough
time, the calculated absorption is >90% and drops to 30%
by 1.5 nsec for the 1.5 um foil. However, the calculated
temperature is roughly constant and drops from 4 to only
3.5 keV during this time. We do not observe significant
scattered light from stimulated Raman or stimulated Bril-
louin scattering, and hot electron production is <1%. We
measured a coronal temperature =3 keV and the peak den-
sity evolution, both in good agreement with the simulation
results [22], and this gives us confidence in modeling the
experiment.

The simulations use multigroup flux-limited heat diffu-
sion, where the heat flux for a given zone is the minimum
of the values

|0l = min[«ksuVT,, fv.n.T.]. 1)

The first value in brackets is the classical heat flux where
ksu is the Spitzer and Harm thermal conductivity [1]
multiplied by the gradient of the electron temperature
VT,. The second value is an expression for the free-
streaming heat flux, where v, is the electron thermal
speed and n, and 7, are the plasma electron density and
temperature. The parameter f is the flux-limit value used
in the simulations.

We performed simulations using f = 0.03 or 0.1 for the
1.5 pm foil and f = 0.03 for the 0.5 um foil. The simu-
lations output the x-ray emissivity for a given radius, inte-
grated along the line of sight of the instrument and take into
account radiation transport, opacity, and the response func-
tion of the detector. We measured the radius of peak emis-
sivity versus time for each simulation (see Fig. 2). The
simulation with f = 0.03 is in qualitative agreement with
the experiment except that the simulation predicts a slightly
later burnthrough time. Simulations with f = 0.1 are gen-
erally thought to reproduce most of the qualitative features
of correct calculations including nonlocal heat transport
[26]. The present simulation with f = 0.1 yields a burn-
through time which is too early, but more importantly pre-
dicts that the 1.5 um foil is completely underdense at all
radii by 900 psec, in significant disagreement with the ex-
perimental observations. The experiment shows a bright
emission ring lasting to 1.5 nsec and longer, whereas the
simulation using f = 0.1 indicates no such emission past
900 psec since it predicts that the foil is completely heated
and underdense at all radii by this time.

Estimates of the electron heat flux into the overdense
material and comparison with other heating mechanisms
prove useful in understanding the results of the experi-
ment. We estimated the heat flux by examining contour
plots of the simulated electron density and temperature.
Example plots for the 1.5 um thick foil at 850 psec are
shown in Fig. 3 for f = 0.03. The electron temperature is
~2 keV at n, and drops with a scale length of ~50 um.
The implied Spitzer and Harm heat flux from Eq. (1) is
~2 X 10" W/cm? radially at 600 wm. The flux-limited
heat flux from Eq. (1) is ~2 X 10'* W/cm? for f = 0.03.
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FIG. 3. Contour plots from 2D simulations of the 1.5 um
foil at 850 psec, with a flux limit f = 0.03. The solid-
line contours are electron density in units of n,/n.(n., ~
1022 cm™3). The dashed-line contours are electron temperature
(keV). The shaded area indicates the predicted region of
strongest thermal-heat flux (Q > 1.5 X 10" W/cm?). The
predicted ring emission is at r = 570 um.

We considered other possible heating mechanisms. Using
2D simulations, we estimated heating by the x-ray flux,
suprathermal electrons, compression, and variations in the
assumed laser intensity profile. From these calculations
we found that thermal electron heat conduction dominates
the energy transport to the dense plasma region and that
the heat front is driven by the nearly constant temperature
underdense plasma. The heat conductivity inferred in the
experiment appears to be ~10 times lower than one would
calculate using Spitzer and Harm conductivity.

The apparent inhibition of heat conduction has been
discussed by several authors [2—7,26—-29] and has been
attributed to such mechanisms as inhibition due to ion-
acoustic turbulence, large magnetic fields, and nonlocal
transport. Presently, there is no consensus in the literature
about the effect of ion-acoustic turbulence on heat trans-
port and will not be discussed in this Letter. We can make
crude estimates of magnetic fields and nonlocal transport
for these plasmas, but detailed 2D calculations of these
effects are nontrivial. A steady-state estimate for a mag-
netic field generated by density and temperature gradi-
ents [29] is given by B[MG] = 30(T.)"/2(1/L7) (A/Z)'/?,
where A and Z are the atomic number and charge state,
and L7 is the temperature-gradient scale length in um.
The cross-field heat flux is reduced by 1/[1 + (wce/v.i)*]
where w.. and v,; are the electron-cyclotron and electron-
ion collision frequencies. A reduction of the heat flux
by ~10 requires w../v.; = 3, or B = 2 MG. We esti-
mate B = 2 MG for T, = 2-3 keV and A/Z = 2 when
Ly = 30 pum. We performed simulations which included
magnetic fields, and regions with B = 2 MG are pro-
duced near the heat front location. However, unrealis-
tically high temperatures (8 keV) are calculated due to
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incomplete physics in the magnetohydrodyamics (MHD)
model [30] when w../v,; > 1, which tends to completely
trap the electrons. Microturbulence and 3D effects are
not included in the MHD model, and these effects would
make the electrons more diffusive and thus lower the elec-
tron temperature. Large magnetic fields will affect trans-
port, but present modeling is insufficient to compare to
this experiment.

Nonlocal transport becomes important when the mean
free path of the heat-carrying electrons, with speeds of
(2-3)v,, is comparable to the temperature-gradient scale
length. Estimates for the effective “nonlocal” conductiv-
ity, based on analytic theory and Fokker-Planck transport
calculations, have been published and a crude application
of these may be used to determine the role of nonlocal
transport in this experiment. A review of two analytic
theories compared to Fokker-Planck calculations was pub-
lished [3] in which the reduced nonlocal conductivity from
Fokker-Planck calculations is given as

kpp/ksu =~ 1/[1 + 50kA,.], 2)

where k is the wave number of the temperature fluctua-
tion and A, is the stopping length of the electrons, de-
fined by A, = T?/4mn,e*(Z + 1)'/?InA, and InA is the
Coulomb logarithm. We find A, to be 0.5-1.0 um us-
ing n, =102 cm™3, T, =2-3keV, and Z = 20. We
approximate k = 27 /Lt with Lt = 30—50 um. Hence,
kA, ~ 0.1-0.2 which reduces the conductivity by a factor
of 0.09-0.17. A detailed treatment of nonlocal transport
is necessary to determine if this is sufficient to explain the
experimental observations or if other effects such as mag-
netic fields are required.

In conclusion, we obtained framed, x-ray images of the
emission from laser-heated foils and obtained the first
direct observation of a thermal heat front in a laser-
plasma. Measurements of the radial propagation of the
heat front were made and compared to 2D hydrodynamic
simulations which use flux-limited diffusion. We found
that a flux limit of 3% of the free-streaming flux is
necessary to explain the measurements and is the first
time-resolved evidence for strong inhibition of heat flow
in the radial direction. Nonlocal heat transport and strong
magnetic fields may explain this apparent inhibition in
radial heat flow.
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FIG. 1. Time-resolved x-ray images of 1.5 um foil after laser
burnthrough. The frames are at (a) 880 psec and (b) 1030 psec
from the beginning of the laser pulse, and the laser burnthrough
time is at about 600 psec. The emission ring is superposed
over the background plasma emission.
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FIG. 3. Contour plots from 2D simulations of the 1.5 gm
foil at 850 psec, with a flux limit f = 0.03. The solid-
line contours are electron density in units of n,/n.(n, ~
1022 ¢cm™3). The dashed-line contours are electron temperature
(keV). The shaded area indicates the predicted region of
strongest thermal-heat flux (Q > 1.5 x 10" W/cm?). The
predicted ring emission is at r = 570 um.



