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Two-Jet Differential Cross Section at O(n3) in Hadron Collisions
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We study the two-jet inclusive cross section via the triply differential distribution d o/dE rdrt, dg, to
next-to-leading order in QCD. The predicted distributions can be compared directly with forthcoming
data from the DO and CDF experiments at Fermilab. We discuss differences with the leading-order
predictions and examine uncertainties due to the choice of scale and parton density.

PACS numbers: 12.38.Bx, 13.87.Ce

In hadronic collisions the most basic form of strong
interaction at short distances is the scattering of a colored
parton off another colored parton. Experimentally, such
scattering can be observed via its production of two jets or
sprays of hadrons with large transverse energy. Two-jet
events should thus reveal properties of the short-distance
hard scattering. One may study the parton spins via
the angular distribution of the two jets in their center
of mass frame [1,2]; we can also probe the parton
distributions by studying the rapidities of the two jets in
the laboratory frame. In particular, by fixing the rapidity
and transverse energy of one of the jets and varying the
other jet rapidity, we can probe the whole range of parton
momentum fractions and possibly constrain the large-x
parton distributions.

In this Letter, we report on a calculation of the two-
jet inclusive cross section d o./dE& drat dri2 to next-to-
leading order in the strong coupling constant, that is
to O(u,'). Compared to that in a leading-order [O(u2)]
calculation, the theoretical uncertainty is reduced (a)
through the introduction of greater sensitivity to the jet
algorithm, (b) through the reduced dependence on the
renormalization and factorization scales, and (c) through
the removal of kinematic constraints.

The first improvement is a consequence of admitting
configurations with three partons in the final state-
a jet may now be formed by the merging of two
partons, a first step toward the recreation of an all-
orders partonic jet, introducing a dependence on the
size of the cone used to define the jet. The second
improvement rejects the fact that these unphysical scales
affect predictions of physical cross sections only because
of the truncation of the perturbation series, and the next-
to-leading order term pushes the truncation, and hence
the unphysical sensitivity, to yet higher order: There is
a partial cancellation of the scale dependence between the
O(u2) and O(cr3) contributions to the cross section. This,
too, is a first step toward a scale-independent all-orders

result. Third, by admitting radiation into the final state,
artificial kinematic constraints due to the 2 2 nature of
the leading-order prediction are relaxed.

The results presented here represent the first application
of a very general O(u3) Monte Carlo program for one-,
two-, and three-jet production based on the one-loop 2
2 and the tree level 2 3 parton scattering amplitudes

[3,4). In order to cancel the infrared singularities, the
divergent regions where two partons are collinear or a
gluon is soft are removed analytically from the 2 3
parton cross section using the techniques described in
Refs. [5,6]. (For other techniques see Ref. [7].) These
divergences are precisely matched by singularities in the
one-loop 2 2 matrix elements and may be cancelled
algebraically. The resulting finite 2 2 and 2 3 parton
processes are then evaluated numerically and passed
through a jet algorithm to determine the one- and two-

jet cross sections according to the experimental cuts.
Different cuts and/or jet algorithms can easily be applied
to the parton four momenta and to any infrared-safe
distribution computed at O(a3). Furthermore, a detector
response function can be applied to the raw jet momenta
to obtain the observed jet momenta.

Previous calculations have focused on the next-to-
leading order corrections to the single-jet inclusive trans-
verse energy distribution [8,9] and to the two-jet inclusive
invariant mass distribution [1]. We have checked that our
program reproduces the O(u3) one-jet inclusive cross sec-
tion of Refs. [8,10], which agrees well with the data from
the Collider Detector at Fermilab (CDF) [11]. We have
also checked that our results are independent of the un-

physical parameter used to isolate the divergences [5,6].
We wish to consider the process p p jet, + jet2 + X,

which can be described by the triply differential distribu-
tion d a/dE& dry& dri2, where Er is the transverse energy
of the leading jet, while gi and g2 are the pseudorapidities
of the jets in the laboratory frame. From these, we can
determine the pseudorapidity of the two-jet system in the
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If we now require that the leading 'trigger" jet lies in

the central region gi —0, then the rapidity of the second
"probe" jet essentially fixes the momentum fraction. In
particular, when [tI2[ is large, the momentum fraction may
be close to unity. For example, for hadronic collisions
at +s = 1800 Gev, when ET = 100 GeV and t)1 = O.

x = 1 for g2 = 1.42.
A slight subtlety arises since at leading order the

transverse energy of the two jets are equal. In the three
parton events present at next-to-leading order, the jets no
longer balance exactly. This equality is approached in

events containing two hard partons while the third parton
is soft. The assignment of which jet is hardest is thus

dependent on the soft particles in the event and is not
infrared safe. This problem can be overcome, however,

by interchanging the roles of the trigger and probe jets
so that each event is effectively counted twice. There
is still a slight ambiguity in three-jet events where the
relative ordering of the second and third hardest jets
with transverse momenta ET2 and ETq determines which
pseudorapidity slice (7I2 or rI3) is chosen. However, this
is a higher-order effect and should be small.

To make the connection with experimental data, we
consider the cross section,

1
d'g& dtlp , (2)

dE dg dg

where the trigger jet is fixed to lie in the central region,
typically it) ti ( I, while the probe jet may lie in different

Both the CDF [12] and DO Collaborations
at Fermilab are investigating this distribution. The CDF
Collaboration requires the trigger jet to have a transverse

energy of at least 45 GeV and to lie in the rapidity interval
O. l ( i', i ( 0.7. The probe jet can be studied out to
a rapidity of 3. The DO Collaboration also requires a
trigger jet with transverse energy of at least 45 GeV,
however, the central trigger jet must lie in the rapidity
interval [—1, 1], while the probe jet may have a rapidity

up to 4. The predictions for the CDF experiment are
shown in Fig. 1, while Fig. 2 gives the predictions for
the DO experiment. We have used the standard cone
algorithm [13] with a cone size of 0.7 to define the

jet. For the parton distributions, we have chosen the
improved MRS D—set [14]. We used the one-loop a,
in calculating the leading-order predictions and the two-

loop one for the next-to-leading order predictions. In both

cases, we have taken A~zD = 230 MeV as specified by
(4)

lab, rib, „,, = 2(rli + r)2), and the pseudorapidities of the

jets in the jet-jet center-of-mass frame, rl* = —,(rll —rlz).
At lowest order, this determines the momentum fractions
of the colliding partons,
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FIG. l. The leading (LO) and next-to-leading order (NLO)
predictions for (drr/dEr) as defined in Eq. (5) for 0. 1 & lail
0.7. The data are taken from Ref. [12].

the structure function parametrization, so that nI "(Mz) =
0.131 and nI~'(Mz) = 0.111. Both the renormalization
and factorization scales have been chosen to be the
average ET of jets passing the trigger jet requirements.

From Figs. l and 2 we see that for central production
of the probe jet ([tl2i ( 1.5) the corrections to the leading-
order predictions are small for this scale choice over the
whole transverse energy range of the trigger jet. (The
Monte Carlo integration over phase space, of course, yields
results with statistical errors. The curves in all the figures
were obtained by fitting a smooth function through the
obtained results. ) For larger rapidities we observe large
corrections, even for moderate transverse energies. Were
these corrections due solely to the presence of higher-order
terms in the QCD perturbative expansion, this would sig-
nal a breakdown of the perturbation theory at large rapidi-
ties. As we shall see, however, this enhancement arises
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FIG. 2. The leading (LO) and next-to-leading order (NLO)
predictions for (do/dEr) as defined in Eq. (5) for i7), [ ( l.
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from the relaxation of an artificial restriction imposed by
the kinematics of lowest order (2 2) parton scatter-
ing. Using Eq. (1) we can calculate the maximum trans-
verse energy obtainable in the leading-order cross section,
Er" '" = ~se i"""'i/(2 cosh 71*). At next-to-leading or-
der, this constraint is relaxed; for DO, the maximum possi-
ble trigger jet ET increases by a factor of e I'/2/ cosh(g2/2),
where g2 is the rapidity of the probe jet. (There is an

analogous increase for CDF.) Configurations close to this
new threegarton limit correspond to events where ET2-
ET3 —2ET" '" and g3 ——g2 and where it should be
possible to identify three distinct jets. This limit can be
seen in Figs. 1 and 2: Once the transverse energy reaches
approximately half ET '", the next-to-leading order cross
section starts to deviate from the leading-order cross sec-
tion. Close to the kinematic limit the deviations become
very large, since the leading-order cross section is forced
(artificially) to zero. The large corrections do not signal a
problem within the perturbative expansion but are purely
due to phase-space effects: Two-parton final states are too
restricted to describe results at large rapidities. (Large in-
frared logarithms, in contrast, would emerge from a kine-
matic constraint on three-parton configurations rather than
on the two-parton configurations. ) In these regions it is
necessary to include the next order in theoretical calcu-
lations. Provided we stay well below the three-parton
kinematic boundary, the predictions should be reliable and
should agree with the data. For large rapidity differences,
at the upper end of those considered here or beyond, it
is probably necessary to resum logarithms in the virtual
corrections [15].

For comparison, CDF preliminary data [12] are also
shown in Fig. 1. The data were corrected for detector
effects and can therefore be compared directly to the
theoretical predictions. (The . systematic error is not
included. ) We can see that O(a, ) contributions, which lift
the kinematic constraint on the trigger jet ET, are needed
to describe the data.

To study the theoretical uncertainties, we varied the
renormalization (and equal factorization) scale by a factor
of 2 around the central value of (Er) The integra. ted cross
sections for these scale choices are shown in Table I.
In this scale range, the cross section monotonically de-
creases with increasing scale at both leading and next-to-
leading order. The inclusion of higher-order corrections
reduces the uncertainty substantially over a large region
of phase space. However, as soon as the next-to-leading
order distribution approaches the leading-order kinematic
limit as given in Table I, the cross section is dominated by
the three-parton contribution and is basically a leading-
order prediction. In these regions, a strong sensitivity
to the scale reappears and a yet higher-order calculation
would be required to reduce it. Apart from this effect we
see that changing scales in the range indicated varies the
leading order result by ~30% (with some effects on the
shape of distributions as well), whereas at next-to-leading

TABLE I. The estimated uncertainty in the overall normaliza-
tion of the leading order and next-to-leading order cross section

f dET(do/d. ET) for ET ) 45 GeV, due to the choice of the
renormalization/factorization scale. The up arrow corresponds
to a scale choice of pF = pz = (ET)/2, while the down ar-
row corresponds to p, F = p~ = 2(ET). The statistical error is

approximately 1%.

0.1 —0.7 (CDF)
0.7—1.2 (CDF)
1.2—1.6 (CDF)
1.6—2.0 (CDF)
2.0—3.0 (CDF)
0.0—1.0 (DO)

1.0—2.0 (DO)

2.0—3.0 (DO)
3.0—4.0 (DO)

LO

(nb)

p6.4105.5i 253
t35.799.2i —24.4
f32.284 8&-2L6
)25.763.7i—16.9
)10.423.71—6.6
P6. 1102.9& 24 9
P9.375 9&- i9.6
t10.022.8i 64

f0.230.43& '0
14

~NLO

(nb)

f7. 199 7)—10.0
74.491.2i 87
)4.777.6i 71
f2260.9) 74
P.923.5i 32
16.596.3i 92
f3.869.5i 69
f3.022.6i 29

f0.490.85& '0
12

order a 10% variation results with essentially no effect on
the shape of the distribution.

The theoretical predictions also have a nontrivial
dependence on the parton distributions. However, unlike
the case of the scale dependence, we do not expect the
inclusion of the next-to-leading order QCD corrections
to reduce this uncertainty significantly. To indicate the
dependence on the parton densities, we also performed
the calculation replacing the favored parametrization
MRS D —by MRS DO which has a smaller gluon con-
tribution at small momentum fractions, x —10, but,
because of the momentum sum rule, a larger gluon at
x —few x 10 2 [14]. The difference at both leading
order and next-to-leading order between MRSD — and
MRS DO depends on the rapidity of the probe jet.
At large transverse energies the differences are very
small: The choice of factorization scale is close or
equal to the transverse energy of the trigger jet, which
in turn implies a sampling of the parton densities after
perturbative evolution over a large range of energy
scales, an evolution which essentially erases all differ-
ences between the low-energy input parametrizations of
the parton densities. Furthermore, the parton momentum
fractions are large at high transverse momentum, and
thus the different parton distribution sets yield nearly
identical predictions. This is no longer true at smaller
transverse energies, and the MRS DO parametrization
gives a significantly higher cross section —by as much
as 20% in the central region for ET —50 GeV. (This
is because the momentum sum rules force the singular
MRSD — gluon to be smaller at moderate x values. )
At both leading order and next-to-leading order the
observed differences remain basically the same within
statistical error.
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The scale uncertainty can also be reduced by consider-
ing the cross section relative to that in the central region.
In other words, consider the ratio (for CDF):

2
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dF-T 0.1(ig2 i(0.7
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FIG. 3. The leading (LO) and next-to-leading (NLO) pre-
dictions for the ratio R of the cross section for large
compared to that in the central region, 0.1 & Ir/zl & 0.7, as
defined by Eq. (6) for 0. 1 & [iri[ & 0.7. The data are taken
from Ref. [12].

(For DO, take [r/2[ & 1 in the denominator. ) The scale
uncertainty is essentially independent of g2 and is there-
fore reduced significantly in the ratio: At lowest order,
we find a residual variation of less than 13%, awhile at
next-to-leading order it is less than 5%. The results are
shown in Fig. 3 (where we have again included prelimi-
nary CDF). As expected, the next-to-leading order pre-
diction agrees better with the data at large ET and large

On the other hand, v e note that the structure function
dependence at small ET is not reduced significantly.

In this Letter, we have shown that for study of two-jet
cross sections where one of the jets has a large rapidity
the use of next-to-leading order cross sections is essential.
This indispensability arises from the artificial kinematic
limitations imposed by the two-parton final state (and
hence by a leading-order calculation). We have also
shown that the sensitivity to the renormalization (and
factorization) scale at next-to-leading order is reduced
significantly and only reemerges as we approach (or once
we exceed) the two-parton kinematic limit. Below this
limit, the scale ambiguity suggests roughly a 10% overall

normalization uncertainty. The dependence on the parton
density function requires a more detailed study. The
distribution presented in this Letter may well not be the
best way to study it, and several relevant experimental
results have already been presented by both Fermilab
collaborations (see, for instance, Ref. [16]). A next-to-
leading order study of these distributions is now in order.
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