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Force and DifFusion Measurements in Sub-Doppler Laser Cooling
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We present the first direct measurements of the velocity dependence of the average force and
diffusion constant for metastable neon atoms in a one-dimensional 0+o. laser cooling configuration.
Force and difFusion are determined, respectively, from the deflection and broadening of a highly col-
limated atomic beam by its interaction with a pair of counter-running laser beams. The interaction
time is much shorter than the characteristic damping time of the cooling process. The resulted force
and diffusion measurements are compared with the results of both semiclassical and quantum Monte
Carlo calculations.

PACS numbers: 32.80.Pj, 42.50.Vk

Laser cooling to temperatures below the Doppler limit
has been studied extensively, both in experiments and
in theory. Experiments have been performed on a va-

riety of configurations leading to sub-Doppler cooling,
among which are polarization gradient cooling with lin-

ear (7r*vr") [1—3] and circular polarization (o+o ) [3],
magnetically induced laser cooling (MILC) [4,5], velocity-
selective magnetic resonance cooling [5—7], cooling by Ra-
man resonances [8], adiabatic cooling in an intense stand-

ing wave [9], and velocity-selective coherent population
trapping [10]. In all these cases, the velocity distribution
is measured after an interaction time much longer than
the damping time of the cooling process. The most exten-
sive data on the final velocity distribution as a function
of laser detuning and intensity in both o+o. and 7r*x"

configurations have been obtained by Weiss et al. [3] in

an experiment studying laser cooling in one dimension.

Several theoretical models have been proposed which

allow the calculation of sub-Doppler laser cooling for-

ces [11—18]. These include both semiclassical and quan-

tum mechanical (distinguished by the quantization of
the center-of-mass motion) approaches. The models are
based on either a density matrix formalism or a quantum
Monte Carlo simulation. Results of actual calculations of
the force are given, e.g. , by Ungar et aL [12] and by Nien-

huis et al. [13].
Thus far, no direct experimental determination of the

velocity dependence of the force and diffusion in a sub-

Doppler cooling configuration has been published. In this
work we present such measurements for the first time.
A collimated atomic beam of metastable neon atoms is

intersected by a near-resonant light field formed by two
counter-running laser beams with orthogonal circular po-
larization (o+o configuration). We chose this cr+cr po-
larization gradient configuration because the light shifts
do not depend on position and dipole forces do not play

a role. By contrast, for the vr sr~ configuration, spatially
periodic dipole forces do exist and lead to "channeling"
phenomena that complicate the analysis of experimental
results.

The initial value of the transverse velocity v~ of the
atoms (i.e. , the component of the velocity along the k
vectors of the light) can be varied. The interaction time,
determined by the size of the laser beams and the ax-
ial velocity of the atoms, is so short that the change in

v~ due to the forces exerted by the light on the atoms
is small compared to the initial value of v~. The final
transverse velocity distribution is measured. From the
average change in vg, the average force exerted on the
atoms during the interaction time is determined; from the
broadening of the initially narrow distribution, the aver-

age diffusion coefficient is determined. The results are
compared with semiclassical calculations based on the
work of Nienhuis et al. [13] as well as quantum Monte
Carlo calculations according to the method proposed by
Durn et aL [15]. The agreement is excellent.

In our experiment the atomic beam is produced in a
supersonic expansion. The neon atoms are excited to the
metastable (3s Pq) state in a dc discharge. The average
axial velocity of the atoms in the beam is 1200 ms

and the rms velocity spread is 250 ms . Immediately
after the nozzle, the effective source area is restricted by
a 50 x 500 pm vertical slit. An identical slit, positioned
2 m downstream, collimates the atomic beam to an rms

angular spread of 10 grad. With the 1200 ms average
axial velocity, this angular spread corresponds to a trans-
verse velocity spread of 0.012 ms, small compared to
the single-photon recoil velocity for neon of 0.031 ms

After the second slit, the atomic beam interacts with

an elliptical Gaussian standing laser wave with a waist
radius (1/e2 intensity) of 0.6 mm in the direction of the
atomic beam axis and 3.1 mm across the beam's 500 pm

3332 0031-9007/94/72(21)/3332(4) $06.00
1994 The American Physical Society



VOLUME 72, NUMBER 21 PHYSICAL REVIEW LETTERS 23 MAY 1994

height. The CW dye laser light is tuned near resonance
with the two-level transition to the (3psDs) level at
A = 640.225 nm. The saturated absorption signal from

a Zeeman-tuned gas discharge cell is used to control the
precise tuning of the laser to within 1 MHz. The Earth' s
magnetic field in the interaction region is canceled using
a full set of Helmholtz coils.

The angle between atomic and laser beams, and there-
fore the initial transverse velocity of the atomic beam
with respect to the laser beam v~, can be changed by
moving the collimating slit. The atomic transverse veloc-

ity distribution after the interaction is probed by scan-
ning a channeltron detector with a 50 x 2000 pm en-

trance slit, 1.75 m downstream of the interaction region,
across the beam profile. The atomic beam is chopped to
allow time-of-fiight analysis of the axial velocity of the
detected metastable atoms. Thus slit and detector posi-
tions can be unambiguously translated into transverse
velocities. Transverse velocity distributions are mea-

sured with and without laser beams; from these data,
the change in average velocity and the increase in its
variance are determined.

In order to define a time-averaged force and momen-
tum diffusion constant, the effective length of the inter-
action region is defined by the width of an "equivalent
square profile" with the same rms spread and same in-

tegrated area (total laser power) as the Gaussian laser
beam profile. The width of this equivalent profile divided

by the average axial velocity determines the efFective in-

teraction time.
In Fig. 1 the measured v~ dependence of the averaged

force and difFusion constant is shown for a laser detun-
ing 6, = —2I' with I' = 5.15 x 10~ rad/s the natural
linewidth of the transition (natural lifetime r = 19.4 ns),
and a laser intensity per laser beam (at the center of the
Gaussian) of 150W/m~. This intensity corresponds to
a saturation parameter s = I/I, ~t,

——3.8 for each beam
with I,~q ——2+he/6TA . Force and diffusion are given in
units of Ski'/2 and 5~A, ~I'/4, respectively.

The various theoretical results are also shown in Fig.
1. The dashed line represents the steady-state force on
an atom whose velocity is held constant ("drag force"),
calculated using the semiclassical operator description of
Nienhuis et at [13]. For. this calculation, the effective
laser intensity is determined by the height of the equiv-
alent square profile. The experimentally observed force
is a factor of 3—4 lower than the steady-state drag force.
This is caused by the transient effect discussed by Un-

gar et al. [12]: the interaction time is short compared
to the time needed for the ground state populations and
coherences to reach the steady-state values.

The dotted lines correspond to the results of a time-
dependent calculation using Nienhuis semiclassical for-
malism. In this calculation, the traversal of the atom
through the Gaussian laser beam is represented by tak-
ing the laser intensity to vary in time with a Gaussian
envelope. The rms width of this Gaussian profile is 0.27
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FIG. 1. The averaged force (lower frame) and difFusion (up-
per kame) as a function of initial velocity vz for a detuning
of b = —2I' and a maximum laser intensity of 150 W/m2
(8 = 3.8). The force and diffusion are given in units of hki'/2
(equal to the maximum radiation pressure force) and 5 k I'/4
(the maximum diffusion in a purely one-dimensional two-level
system), respectively. The semiclassical (dotted line) and
quantum Monte Carlo (full line) calculations are shown as
well. The dashed line represents the semiclassical steady-state
"drag force." In the inset in the lower frame, the difference
between experimental and quant;um Monte Carlo results is
shown in the same units as in the outer frame.

ps oi 14m. As the axial velocity of the atoms is large and
does not change appreciably during the interaction with
the light, this representation is justified. Individual atom
trajectories are followed by integrating the evolution of
the density matrix for a number of initial positions of
the atom in the light wave, and for all initial lower level
substates. From the density matrix the force on an atom
is determined from Eq. (8.3) of Ref. [13],and the atomic
position and transverse velocity are adjusted accordingly.
For each individual semiclassical atomic trajectory, the
diffusion is calculated from Eqs. (6.2) and (61.12) from
Ref. [13].The difFusion determines the width of the prob-
ability distribution for the final transverse velocity, which
is assumed to be Gaussian. The total final velocity dis-
tribution is calculated by adding the contributions from
the individual trajectories. From the average change in

v~, and from the variance in the distribution, the aver-
aged force and diffusion coefficients are determined in the
same way as for the experimental data.

The full lines correspond to a quantum mechanical cal-
culation following the Monte Carlo approach of Dum et
at. [15]. An incoming atom is represented by a plane
atomic wave, propagating in the direction of the laser
beams, with the atom in a randomly chosen lower level
substate. The coherent evolution of the wave function
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FIG. 2. The averaged force (lower curves) snd difFusion

(upper curves) as a function of initial velocity v~ for s detun-
ing of b, = 2F snd s maximum laser intensity of 144 W/m
(s = 3.6). The semiclassical (dotted line) snd quantum Monte
Carlo (full line) calculations are shown as well. The dashed
line represents the semiclassical steady-state "drag force."
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I"IG. 3. The force as a function of initial velocity vz for
three laser intensities. The semiclassical (dotted line) snd
quantum Monte Carlo (full line) calculations are shown as
well. In all curves the detuning 6 = —1.6I'.

(between spontaneous emissions) is calculated on a basis
consisting of the products of the internal atomic sub-

states and the family of one-dimensional center-of-mass
momentum states with momentum p = po + 2nhk for
the lower level substates and p = ps + (2n + l)hk for
the upper level substates, respectively, with po the ini-

tial momentum, n an integer number, and k the photon
wave number. The time to the next spontaneous emis-

sion is generated stochastically according to the loss of
total probability of the coherent wave function. At a
spontaneous emission event, the branching ratios for the
polarization of the spontaneous decay are calculated first.
The polarization of the emitted photon is then randomly

determined using these ratios. The recoil of the photon is

taken into account by changing ps with the appropriate
amount for the recoil direction, randomly chosen accord-

ing to the correct angular distribution for the chosen po-
larization. The internal wave function is then projected
to the ground state sublevels and renormalized, retaining
the associated upper-state center-of-mass wave functions.
The total interaction time is taken to start and end at
the 1/e4 points of the Gaussian intensity profile. The fi-

nal momentum distribution is averaged over 2000 Monte
Carlo realizations, from which average deflection and mo-

mentum spread, and hence averaged force and diffusion

constants are determined.
The agreement for the averaged force calculated from

Nienhuis' semiclassical formalism is very good, as can be
seen in Fig. 1. However, the dip in the averaged diffu-

sion predicted by this semiclassical theory and by earlier
quantum calculations (see, e.g. , Castin and Mpilmer [19]),
is not reproduced in the experiment. The agreement be-

tween quantum Monte Carlo (QMC) calculations and ex-

periment in Fig. 1 is excellent, both for the force and for
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I"IG. 4. The difFusion constant as a function of initial ve-

locity vz for three laser intensities. The semiclassical (dotted
line) snd quantum Monte Carlo (full line) calculations are
shown as well. In all curves the detuning 4 = —1.6I'.

the diffusion. The deviation between semiclassical and
QMC calculations for the force at higher initial velocities
is caused by the fact that the semiclassical calculation
does not include the Doppler cooling force. It is interest-
ing that, contrary to the semiclassical results, the QMC
results predict a slight increase in diffusion at v~ ——0.
The experimental accuracy, however, is not high enough
to confirm the existence of the predicted small increase.

In Fig. 2 results for positive detuning are shown. The
expected reversal of the curve is evident in both exper-
iment and calculations, although the agreement for the
positive detuning data is not as good as for negative de-
tuning.

Figures 3 and 4 display the force and diffusion coef-
ficients, respectively, for a fixed detuning 6 = —1.6I'
and different laser intensities, corresponding to s = 1.1,
2.6, and 5.2, respectively. Again, the agreement between
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experiment and both calculations is quite good for the
force, while the QMC calculation reproduces the diffu-
sion data as well. The differences between the QMC and
the semiclassical force curves at higher v~ are again due
to the exclusion of the Doppler force.

The deviations between theory and experiment for all
force-vs-velocity curves are nevertheless larger than the
errors indicated, which correspond to the (10.) statistical
errors resulting from the data analysis. Closer inspection
shows that the deviations are systematic and appear as
an oscillation with a period of = 0.22 ms ~. This is
illustrated by the inset in Fig. 1, where the difference
between experimental and QMC results for the force is
shown. It has been checked by examining other data
sets that the deviations are reproducible. The oscillation
period is fixed. So far, we have found no explanation for
this effect.

In this work we have demonstrated that the velocity
dependence of the average force and diffusion in one-
dimensional 0+o polarization gradient cooling can be
experimentally determined by studying the defiection
and broadening of a well-collimated atomic beam. Quan-
tum Monte Carlo and semiclassical calculations are in
excellent agreement with the experimentally determined
force; the former calculation reproduces the diffusion
data as well. The results show that, as the atomic density
matrix is still evolving towards the steady state, the mea-
sured force is much smaller than the steady-state "drag
force." In a future experiment, the interaction time will
be varied to study the dynamics of the cooling process
explicitly.
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