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Experimental Observations of the Expansion of an Optical-Field-induced Ionization
Channel in a Gas Jet Target
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The evolution of an optical-field-ionized channel created by a 3.5 ps KrF laser pulse in a low density
nitrogen gas jet target (10'7 ionscm s) has been studied using Moire deflectometry. This allowed the
density profiles in the channel and its lateral expansion to be quantitatively measured for the first time.
The results were reproduced well by hydrocode simulations and analytical models. In addition, struc-
tured Raman backscatter signals indicated very low longitudinal electron velocities in the rising part of
the pulse, as confirmed by 2D particle-in-cell code simulations.

PACS numbers: 52.50.Jm, 32.80.Rm, 52.35.Tc

The properties of highly ionized laser-induced cylindri-
cal plasmas in gaseous targets have been the subject of
much theoretical discussion [1-5] and, more recently, ex-
perimental investigation [6-11]. Plasmas produced by
optical-field-induced (OFI) ionization are inherently
different from those in which collisional processes are
dominant. Plasmas can be created in which the ioniza-
tion stage achieved may be far in excess of that which

would be attained if thermal collisions alone governed the
ionization. Information on the spatial and temporal evo-

lution of the electron density profile of these OFI ionized

plasmas is invaluable for many applications, as detailed
in [1]. The behavior of these transient channels has a
more fundamental interest in the study of nonequilibrium

high temperature explosions. Very few clean experimen-
tal data exist on such explosions, with previous measure-
ments having used shock tubes or back filled laser-
irradiated chambers and pulse lengths longer than
characteristic hydrodynamic time scales [12]. In addi-

tion, the possibility of producing a cold ((100 eV),
highly ionized, low density plasma channel has led to the
suggestion of a number of recombination extreme ultra-
violet (XUV) laser schemes. These off'er the distinct ad-

vantage of being able to significantly reduce the average
electron energy after the turnoff of the pumping pulse, so
enabling the required rapid recombination to take place.
Furthermore, x-ray lasers in optical-field-ionized plasmas
require very low driver energy and can allow lasing to the
ground state [2]. Consequently, experimental verification
of the production of such plasmas is of central impor-
tance to short pulse x-ray laser production. Even the pro-
cess of OFI ionization may, however, prove to be
insufficient to reduce the residual electron temperature to
the level required for high efficiency, as has been dis-
cussed [3,4]. In this situation the role of the lateral ex-
pansion of the plasma column becomes critical since this
will determine the rate of cooling of the ionized channel.

This Letter presents experimental measurements on the
evolution of an optically ionized channel by a high inten-

sity, short wavelength picosecond laser pulse using Moire
defiectometry. In addition, structure in stimulated Ra-
man backscatter spectra was observed from a number of
discrete ionization stages. For the first time the crucial is-

sue of how a cylindrical plasma channel expands after a

heating pulse, whose length is short in comparison with

the hydrodynamic response time, is addressed. A 1D cy-
lindrical geometry hydrocode accurately reproduced the
expansion characteristics of the channel. Analytical
models matched the asymptotic behavior of the expansion
and established levels of heating consistent with the hydro
and particle-in-cell (PIC) code predictions through in-

verse bremsstrahlung absorption.
The experiments were performed on the SPRITE KrF

gas laser at the Rutherford Appleton Laboratory using a
3.5 ps, 248 nm, 1.5 J, linearly polarized pulse. The beam
was focused by an f/5 off'-axis paraboloid mirror to a fo-

cal spot size of approximately 30 pm, achieving intensi-

ties on target of around 2 x 10' W cm ~. The use of an

ultraviolet (UV) laser and a relatively large focal spot al-

lowed refractive and ponderomotive force eff'ects to
remain insignificant [13]. A small fraction of the beam
was split off' in order to provide a temporally independent

probe beam, perpendicular to the heating beam, for the
Moire deflectometry system, which supplied snapshot in-

formation on the electron density gradients and absolute
electron densities for discrete times up to 1 ns after the

heating pulse. The magnification of the system was 100X
with a spatial resolution of 1 pm at the target plane. The
timing of the probe beam relative to the heating beam
was accurate to 3 ps. The target consisted of a pulsed su-

personic gas jet which delivered nitrogen through a sim-

ple DeLaval nozzle. This jet formed a cylindrical gas
column perpendicular to the axis of laser irradiation with

a diameter of around 1 mm, yielding a particle density of
(1.25 ~ 0.25) x 10' atomscm at the point of interac-
tion. At these densities electron recombination rates are
negligible, allowing the difficult problem of modeling
recombination in an evolving plasma to be ignored. The
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FIG. l. (a) Moire dellectometer fringe pattern at the end of
the heating pulse (At 5 ps). (b) The Abel-inverted density
p«ftle for this shot Ion the same spatial scale as (a)]. The den-
sity profile obtained is accurate to within + 10% and is primari-
ly limited by uncertainties in the fringe shift measurements.
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light backscattered during the heating pulse was moni-
tored with a 1200 I/mm grating spectrometer with 2.5 A
resolution. In addition, a time integrating XUV (10 to
40 A) toroidal grating spectrometer recorded the K-shell
emission from the channel, supplying information on the
peak ionization stage.

Moire probe measurements taken during and immedi-
ately after the heating pulse (at At =0 and 5 ps) and
time-integrated stimulated Raman backscatter (B-SRS)
signals provided information on the initial laser created
plasma channel. This channel was formed through opti-
cal ionization processes which have been extensively stud-
ied elsewhere (see, for example, [3,6]) in which the
characteristic Keldysh parameter was of the order of uni-

ty. By employing a simple Coulomb-barrier model [3]
the threshold intensity required to reach each of the
different ionization stages can be calculated; it was found
that intensities of 2.3&10's, 9x!0', 1.4&10', and
1 x10' Wcm were required for the Be-, Li-, He-, and
H-like stages, respectively. Collisional ionization can be
neglected at these low densities. The plasma therefore
reaches a He-like peak ionization stage, as confirmed by
the toroidal grating XUV spectrometer, with a substan-
tial fraction still existing as Li-like ions since the He-like
intensity threshold was only just achieved. On less in-

tense shots (1&10's Wcm ) the presence of He-like
emission was not observed, confirming the simple intensi-

ty threshold estimate.
Figure 1 (a) shows a Moire defiectogram taken immedi-

ately after the heating pulse (At =5 ps), in which the
fringe shifts are directly proportional to the local spatial
density gradients. Only the central section (approximate-
ly 120 pm in length) of the laser focus is shown for clari-
ty. A strong discontinuity can be observed in the fringe
pattern, indicating the radial extent of the ionizing laser
profile. The Abel-inverted absolute densities for this time
are shown in Fig. 1(b). An important feature to note is
the axial stability of the channel, showing no evidence of
any self-focusing or radial oscillations. Such stability is
important if the channel is to be used as a waveguide for
secondary pulses [1].

The backscattered light was redshifted relative to the

fundamental and was split into three separate spectral
features, with the long wavelength spike shifted by ap-
proximately 15 A (see Fig. 2). These features correspond
to weakly coupled 8-SRS from three different ionization
stages present in the plasma, with the strong, central
spectral feature corresponding to the dominant Li-like
stage. Note that stimulated Brillouin scattering or Comp-
ton scattering effects cannot explain the observed fea-
tures. For the dominant plasma conditions the growth
rate for B-SRS from a finite pump [5,9] is calculated to
be of the order of 150 fs, significantly shorter than the 3.5
ps heating pulse length. The three discrete optically ion-
ized stages are produced either at diA'erent times in the
laser-gas interaction, or in different spatial regions of the
target as a result of the falloff of the laser profile. The
discrete nature of the features results from the rapidity of
the optical ionization, which occurs on time scales far
shorter than the B-SRS growth times. On the less in-

tense shots (1 x10' Wcm 2) the longest wavelength
spike was not observed since the laser intensity was not
sufficient to ionize the plasma to a He-like state.

The observed B-SRS shifts are in good agreement with
the electron densities measured during the pulse [8]. This
indicates that the thermal contribution to the dispersion
relation, which is important at these low densities, must
be small. More specifically, the longitudinal velocities of
the ionized electrons must remain low for a number of
SRS growth times after ionization. This scattering must
occur close to the peak of the pulse for electrons produc-
ing the He-like feature. By using the peak electron densi-

ty known from the Moire data taken during the heating
pulse, the plasma frequency for each ionization stage can
be determined, allowing the thermal contribution to the
Raman shift to be calculated using phase-matching con-
ditions and the Bohm-Gross dispersion equation [9]. For
each of the discrete electron densities corresponding to
the three optically ionized stages, the calculated longitu-
dinal velocities were consistent with temperatures of less
than 1 eV. An increase in temperature to only 5 eV
would result in a wavelength shift of 31 A, contrary to
the observations. The small uncertainties in the calcula-
tion of the peak electron density do not alter the 1 eV
temperature constraint.

The degree of plasma heating has been estimated from
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FIG. 2. Densitometer lineout of the time-integrated, spec-
trally resolved backscattered light.
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a I D propagation-ionization model [4]. It was found that
above-threshold ionization heating contributed less than 5
eV to the final plasma temperature in these simulations,
whereas inverse bremsstrahlung {IB) was predicted to
heat the gas to up to 35 eV [14] once the 50% reduction
due to the Langdon effect was taken into account. This
level of IB heating was also confirmed by a simple analy-
tical estimate of the absorption which distributed the
one-way energy absorption fraction throughout an opti-
cally ionized electron distribution, predicting a tempera-
ture of 34 eV. Details of this model will be published
elsewhere. The low density of the plasma results in an
electron-ion collision frequency for the quivering elec-
trons of approximately 7.1 & 10 sec '. Consequently,
only very few electrons (around 1 in 40) will undergo en-

ergy absorbing collisions during the laser pulse, with this
IB heating occurring predominantly after the optical ion-
ization has taken place. A nonthermal electron distribu-
tion will thus be created, with a Maxwellian forming only
on time scales of the order of the electron-electron col-
lision time (a few ps). This leads to a qualitative under-
standing of the B-SRS results. For a more quantitative
analysis of the temperature evolution in the initial plas-
ma, 2D PIC code simulations were performed [15]. IB
absorption was represented through the use of a Monte
Carlo scattering term [3]. The calculated evolution of
the heating in the ionizing channel is shown in Fig. 3,
where an average energy of 3.5 eV is predicted in the lon-

gitudinal dimension at the time when He-like ions are
produced (0.65 ps), in reasonable agreement with the Ra-
man observations. In addition to detailing the energy dis-
tribution during the rising edge of the pulse, the 2D PIC
code provided an estimate of the subsequent heating
mechanisms in the channel. IB absorption was seen to
dominate, being most effective later in the pulse, produc-
ing a final energy content of 27 eV. B-SRS is expected to
be heavily Landau damped in the latter part of the pulse,
when the longitudinal electron temperature rises above a
few eV. The pulse shape used in the calculations was one
thought to best represent the actual experimental pulse.

The temporal evolution of the hot, central channel was

studied with the Moire deflectometer by delaying the
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probe beam with respect to the heating beam. A rapid
expansion of the laser-created channel was observed, in

which the strong discontinuity seen in Fig. I propagated
into the ambient gas with an initial velocity of (4.4
~ 0.6) x10 cm/s. Because of the extremely low rate of

electron recombination at this low gas density (radiative
recombination from He-like to Li-like ions occurs on time
scales of many tens of nanoseconds for a nitrogen plasma
at a few tens of eV), the central plasma channel effec-
tively remains at the ionization stage at which it was
created, with low levels of collisional ionization occurring
at the position of the propagating shock front. The elec-
tron density evolution in the center of the channel conse-
quently follows the dependence of the ion density evolu-
tion. The degree of ionization induced by the propaga-
ting front will typically be of the order of or less than 1,
resulting in electron densities outside of the original laser
focal region less than or equal to the local ion density.
The rate of expansion was observed to reach an asymptot-
ic limit (going as t ' ) within 1 ns of the heating pulse,
with the expansion characteristics after 500 ps being ac-
curately modeled by a cylindrical geometry, strong shock
explosion model adapted from [16].

The expansion was also modeled using a 1D Lagrang-
ian hydrocode, MEDUSA [17], in cylindrical geometry and
with a modified absorption routine which deposited a
stated fraction of the incident energy on axis in a channel
of 30 pm diameter. Both the spatial and temporal
profiles of the laser were taken to be Gaussian, with the
spatial profile cut off at the 1/e point. The ions were
modeled by an ideal gas equation of state {EOS) and the
electrons by a Thomas-Fermi-type EOS, streaming radi-
ally outwards according to a flux-limited (f 0.1) Spitzer
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FIG. 3. 2D PIC simulations of the heating of the optically
ionized channel. The evolution of the energy in the longitudinal
(E,) and radial (E,) dimensions is shown, along with the com-
bined energy (E,~). Also shown is the evolution if collisional
heating is ignored (Eo). The laser pulse shape used is also
shower n.
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FIG. 4. (a) Simulations of the expansion of the plasma chan-
nel compared with experimental data points (vertical bars).
The best fit to the data (solid line) was for an initial electron
temperature of 30 eV, (b) predicted temperature evolution in

the center of the channel for the 30 eV simulation.
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heat flow model. The EOS self-consistently accounted
for the energy required to ionize the plasma. The hydro-
code did not attempt to realistically model the laser ab-
sorption, the optical ionization, or any plasma heating
processes other than collisional and shock heating. Ion-
ization in the hydrocode used a steady-state model and
was consequently post processed using a time-dependent,
non-LTE, screened-hydrogenic, average-ion ionization
code similar to XSN [18]. This was necessary in order to
model the transient ionization occurring at the expanding
wave front, where extremely low collisional ionization
rates produced a plasma far removed from the steady
state.

The radius of the channel at 1 ns was taken to act as a
fixed point in the hydrocode simulations as the expansion
had attained its asymptotic nature by this time. The
fraction of absorbed energy acted as a free parameter and
was altered until the radius of the simulated channel at 1

ns after the heating pulse matched the observed radius.
This is equivalent to varying the initial temperature of the
cylindrical explosion. The radial extent of the simulated
expansion was then compared with the observations for
times earlier than the 1 ns fixed point, resulting in good
agreement as shown in Fig. 4(a). A noticeably different
expansion profile is obtained with a change in energy ab-
sorption sufficient to produce a 5 eV change in the initial

plasma temperature. The best fit to the data was ob-
tained with a temperature of 30 5 eV. This is in good
agreement with the independent PIC code predictions,
confirming that the rate of expansion provides an accu-
rate indication of the energy content in the channel at the
end of the heating pulse.

The rapid, expansion-induced cooling of the central
channel was determined from the hydrocode simulations
[see Fig. 4(b)l, with the temperature predicted to drop
from 30 to 15 eV in 200 ps. In addition, by comparing
the positions of the ion and electron density fronts at each
time step in the simulation, the initial expansion was
found to be driven by an electron conduction wave up to
200 ps after the pulse and that subsequent evolution was

governed by the ion shock wave, with the density falling
from 6.2x IO' to 5.6&&10'7 e /cm3 in the first 500 ps.
Flux limited heat flow was required in the simulations in

order to reproduce the steep shock front observed in the
experiment. In contrast, free-streaming conduction acted
to significantly broaden the shock front and also reduced
the energy required in the initial plasma to drive the ex-
pansion. Even with the reduction in initial energy, these
simulations could not reproduce the observed channel
evolution, particularly during the initial (t (200 ps)
thermal conduction period of the expansion.

Because of the steep nature of the shock front, the tern-
perature scale lengths in the region of the front were
often comparable to the mean free paths of even )he
mean velocity electrons (of the order of 1 pm). Such a

situation can lead to severe nonlocal heat flow effects

[19],which were probably responsible for a weakly ioniz-

ing precursor observed to penetrate 10 to 20 pm into the

neutral gas ahead of the main front.
In summary, the temporal evolution of an optical-

field-induced ionization channel has been observed and

the global features of the expansion accurately repro-

duced by a 1D cylindrical-geometry hydrocode. The ini-

tial expansion of the channel was dominated by electron

thermal conduction, with subsequent evolution governed

by the propagation of the strong ion shock wave. Struc-
ture in Raman backscatter spectra was observed and used

to infer low longitudinal electron velocities in the initial

channel, as confirmed by 2D PIC code simulations.
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