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Precise Measurement of the 17+ Meson Lifetime
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A precise measurement of the D,+ meson lifetime is reported. The data were accumulated by the
high energy photoproduction experiment E687 at Fermilab in the 1990—1991 fixed target run. The
measurement has been done using 900 fully reconstructed D,+ —+ Pn+ decays. The lifetime of the
D,+ meson is measured to be 0.475 + 0.020 + 0.007 ps.

PACS numbers: 14.40.Jz, 13.25.+m

The lifetime of the D, meson has not been measured as
precisely as the lifetimes of the D and the D+ mesons
primarily because of its lower production rate. (States
and their charge conjugates are implied in this paper ex-
cept where otherwise explicitly stated. ) The accuracy
of recent measurements [1—4] of the D, lifetime is such
that the average lifetime is consistent with being equal
to that of the D meson (at about the 10% level), while
it is shorter than that of the D+ meson by more than a
factor of 2. Although the D, and the Do are expected to
have equal lifetimes in the naive spectator model, differ-
ences are expected when more realistic calculations are
carried out which take into account interference, weak
annihilation, ~ decay modes, and relativistic effects. A
more precise measurement of the D, meson lifetime is

needed in order to constrain calculations taking these
effects into account. This paper reports a new precise
measurement of the D, meson lifetime based on 900 fully
reconstructed decays to the $7r+ final state from a sarn-
ple of about 5 x 10 hadronic triggers obtained with the
Fermilab wide band photon spectrometer.

The E687 detector [5j is a large aperture multiparti-
cle magnetic spectrometer with excellent vertex measure-
ment, particle identification, and calorimetric capabili-
ties. This experiment used a high energy bremsstrahlung
photon beam and a Be target. The average tagged pho-
ton momentum was 220 GeV/c. Charged particles com-
ing from the Be target were tracked by twelve planes of
silicon microstrips providing high resolution tracking in
the vertex region. The average resolution in the sepa-

0031-9007/93/71(6)/827 (4)$06.00
1993 The American Physical Society



VOLUME 71, NUMBER 6 PH YSICAL R EV I EW LETTERS 9 AU|-UST 1993

ration between primary and secondary vertices for D,
decays obtained with this detector was 650 p,m, corre-
sponding to an average proper time resolution of 0.05 ps.
Following the microstrip system, charged particles passed
through two analysis magnets interleaved with five sta-
tions of multiwire proportional chambers (PWCs). Three
multicell threshold Cerenkov counters allowed kaon-pion
separation over the momentum range from 4.5 to 61.5
GeV/c. The experimental trigger required that at least
two charged tracks be present in the spectrometer outside
the Bethe-Heitler pair region and that energy deposited
in the hadronic calorimeter be greater than 40 GeV.

The initial data sample was obtained by selecting P
candidates identified by the decay P ~ K+K . Each of
the decay secondaries was required to form an acceptable
track in both the microstrip and multiwire proportional
chamber systems; the two sets of parameters for a track
had to be consistent within measurement errors. A P
candidate vertex was formed from every pair of oppo-
sitely charged tracks identified as being kaon consistent
by the Cerenkov system. The pair of tracks was required
to have a two-body invariant mass less than 1.1 GeV/c2
and a common vertex with a confidence level greater than
leuc. All P candidates with K+K effective masses be-
tween 1.010 and 1.030 GeV/c were selected for the D,
lifetime analysis.

The K+ and K tracks from the selected P candi-
dates were combined with each track in the event identi-
fied by the Cerenkov system as being consistent with the
pion hypothesis to form the three-track D, candidates.
A standard E687 "candidate-driven" vertexing algorithm
[5] was used to form primary (production) and secondary
(decay) vertices.

The distinct topology of charm events (i.e. , the exis-
tence of two spatially separated vertices) provides the
single most powerful tool to isolate the signal from the
noncharm background. The spatial separation E between
the reconstructed production and decay vertices divided
by its error o.

g is a measure of the probability of the ex-
istence of two separate vertices. Shown in Fig. 1 are the
Per invariant mass distributions for various lower limits
on the significance of the detachment variable l/or. The
higher mass peak in these distributions corresponds to
the D, while the lower peak corresponds to the Cabibbo-
suppressed decay of the D+.

The decay D, —+ Pvr is the decay of a pseudoscalar
state into a vector and a pseudoscalar for which the angle
between one of the kaons and the pion in the rest frame
of the P should follow a cos2 8 distribution. This fact was
exploited to improve the signal-to-noise ratio further by
requiring

~

cos8
~

& 0.3. This requirement retained 97%
of the signal while removing 30% of the background.

A detachment cut of E/og & 3 was used for the final
D, lifetime measurement. A fit to the Pa invariant mass
distribution including two Gaussian peaks for the D, and
D+ signals and a linear background yielded 900 + 43 D,
events at a central mass M~ = 1968.0+0.5 MeV/c and
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a width o~ = 10.1+0.5 MeV/c2 which is consistent with
our resolution.

The D, lifetime was measured using a binned max-
imurn likelihood fitting technique [6]. A fit was made
to the reduced proper time distribution. The reduced
proper time t' is defined as t' = (E —Nor)//pc where ~
represents the significance-of-detachment cut used, and
/pc is the laboratory frame Lorentz boost of the D, . In
the absence of absorption or acceptance eKects, the mea-
sured t' distribution for D, events is expected to be of
the form exp( —t'/~), where ~ is the lifetime of the D„
as long as o.r is independent of E (Studies. of both data
and Monte Carlo samples have shown that this implicit
assumption is valid. )

The binned maximum likelihood method allows direct
use of the proper time distribution of the data above and
below the D, mass peak to represent the background
underneath the signal instead of using a background
parametrization. The fit used two reduced proper time
histograrns: one for events which lie within the D, mass
peak (M~. +2o D ), and one for events from the combina-
tion of two sidebands representing the background. The
two sidebands were chosen below (1.908—1.928 GeV/c2)
and above (2.008—2.028 GeV/c2) the D, mass. These
histograms spanned the reduced proper time range be-
tween 0 and 3 ps in twenty bins. The observed number
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FIG. 1. Distributions of the $7r invariant mass for (a)
E/a. g & 3; (b) I/oI. & 8; (c) E/oI & 13; and (d) E/ go& 18. The
crosses are the data points and the histograms are the fits to
the data.
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FIG. 2. The correction factor f(t') to the reduced proper
time as a function of reduced proper time.

FIG. 3. The fitted lifetime as a function of the E/og cut.
The error bars shown are statistical errors only.

of events in a reduced proper time bin i (centered at t,')
in the signal and sideband histograms are labeled s, and
6, , respectively. The predicted number of events n, in a
reduced proper time bin is given by

f (t', ) exp( —t', /r) b,

Q f (t', ) exp( —t', /r) P b,
'

where S and B are the total number of signal and back-
ground events in the signal region and f(t, ) is a correction
function. The fit parameters are B and ~ while S is con-
strained to be the total number of signal region events
minus B.

The function f(t'), derived from Monte Carlo simu-
lation, corrects the proper time evolution of the signal
for the effects of geometric acceptance, analysis cuts,
hadronic absorption, and decay of charm secondaries.
Figure 2 displays f(t') as a function of t' for E/erg ) 3.
The values of f(t') used in the fit were taken directly from
the displayed histogram. The fitted lifetime was shown
to be insensitive to the statistical Huctuations at high
values of the proper time in the Monte Carlo sample.

In order to relate B to the number of background
events expected from the population of the sidebands
while taking into account statistical fIuctuations in the
background level, a factor Ebs is included in the likeli-
hood function. The background level is thereby jointly
determined from the invariant mass distribution and
from the reduced proper time evolution in the sidebands.
The likelihood function is then given by

& = &signal & &bgy

size to the final data sample with an exponential function
being used to model the proper time evolution of the sig-
nal. The background proper time evolution was modeled
by a sum of two exponential functions whose parameters
were derived from the data. The distribution of the fit-
ted lifetime from these simulated data samples revealed
the presence of a small positive bias (overestimating the
lifetime) of 0.002 ps, while the error calculated by the
fitter proved to be accurate. All quoted lifetime values
have been corrected for this bias.

In Fig. 3 the fitted lifetime is plotted versus the E/og
detachment cut used. There is no significant variation
of the fitted value of the lifetime with E/or. The final
value for the lifetime from this work is chosen to be the
value at E/or ) 3 which is in a region with a good signal-
to-noise ratio and a small statistical error. The value
obtained for the lifetime is wri. = 0.475 + 0.020 ps. The
background-subtracted Monte Carlo corrected t' distri-
bution for the D, signal is shown in Fig. 4 along with
the t distributions of the signal and sidebands. Super-
imposed is a pure exponential function with the fitted
value of the D, lifetime.

The large sample of detected decays permitted a num-
ber of consistency checks and studies of systematic effects
to be performed. Studies included fits using the proper
time instead of the reduced proper time as the fit vari-
able; fits using different reduced proper time bin sizes; fits
using different values for the maximum reduced proper
time; fits where the data were divided as to whether

where

&signal =
bins s;

exp( —n, ),
i=1

(Vb. ) "
&bg = ~ ~

exp( pbg)
Nbg I
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with Nbs ——Q 6, and ebs ——B/R, where R is the ratio
of widths of the signal and sideband mass regions.

In order to search for possible fit biases and to verify
that the errors are estimated properly, several thousand
Monte Carlo replicas of our final data sample were gen-
erated. These samples were generated to be identical in

FIG. 4. The background subtracted and Monte Carlo cor-
rected lifetime evolution of the D, sample for //og ) 3 shown
as the thick-lined histogram. The crosses show the t' distri-
bution of the events in the signal region and the thin-lined
histogram shows the side band t' distribution used to repre-
sent the background. The straight line is an exponential with
the fitted lifetime.
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FIG, 5. A comparison of measured 0, lifetimes from dif-
ferent consistency checks and studies of systematic e8'ects de-
scribed in the text. The error bars shown are statistical er-
rors only. The values are the results obtained (a) in this
analysis; (b) using sideband regions 1.788—1.808 GeV/c and
2.008—2.028 GeV/c; (c) using only sideband region 2.008—
2.048 GeV/c; (d) eliminating events in the D+ reflection
region; (e) eliminating events in the A, reflection region; (f)
using only events with D, momentum ) 95 GeV/c; (g) us-

ing only events with D, momentum ( 95 GeV/c; (h) using
D, (particle) events only; (i) using D, (antiparticle) events
only; (j) using upstream primary vertices only; and (k) using
downstream primary vertices only.

the production vertex was in the upstream or the down-
stream end of the Be target; fits using different sideband
regions to model the background as well as difFerent frac-
tions of lower and upper sidebands; fits eliminating data
in kinematic regions where background due to possible re-
fiections from other (misidentified) charm decays such as
D+ —+ Kvr~ and A, ~ pK7r could occur (based on Monte
Carlo simulations, such contaminations are expected to
be negligible); and fits where the data were divided into
low (p ( 95 GeV/c) and high (p ) 95 GeV/c) ranges
of the D, momentum. Lifetime values from these stud-
ies for E/at ) 3 are shown in Fig. 5. It is evident that
all the results are consistent with each other and that,
any systematic errors are small in comparison with the
statistical error.

Systematic uncertainties in the lifetime measurement
can arise due to several factors. First, an error can be
made due to uncertainties in the target absorption cor-
rections. Two effects are present: hadronic absorption
of secondaries, which if not taken into account would in-
crease the fitted lifetime; and absorption of the D, in the
target, which if ignored would tend to decrease the fitted
lifetime. The systematic error arises because of the un-
certainty regarding the extent to which elastic scattering
of charm secondaries can cause severe mismeasurement
of the parent D„and the fact that the D, absorption
cross section is unknown. (The kaon absorption cross
section [7] was used to approximate the D, absorption
cross section. ) A systematic uncertainty of 0.005 ps is
attributed to the lifetime of the D, due to the presence
of these two effects.

Another source of systematic uncertainty arises be-
cause the acceptance of charm decay products depends

on the parent momentum distribution and on the trans-
verse position of the decay vertex. D, mesons with higher
momentum tend to decay closer to the microstrips than
those with lower momentum and thus have a higher ac-
ceptance. Those that decay at the outer edges of the
experimental target tend to have lower acceptance than
those decaying in the central region because of the finite
acceptance of the microstrip system. Thus differences be-
tween the assumed D, momentum distribution and pho-
ton beam profile and the true momentum distribution
and beam profile could be a source of systematic bias.
A systematic uncertainty of 0.003 ps is ascribed to these
two effects.

Another source of systematic uncertainty comes from
uncertainties in the background time evolution. By per-
forming fits with different fractions of the low and high
sidebands, this uncertainty is estimated to be 0.003 ps.
Uncertainty in the correction function f(t') due to the
finite Monte Carlo statistics introduces a 0.0025 ps sys-
tematic uncertainty in the lifetime measurement. Com-
bining all sources of systematic errors in quadrature, a
total systematic uncertainty of 0.007 ps is assigned to
this measurement.

In summary, a new measurement of the D, lifetime
based on a sample of 900 fully reconstructed D, ~ Pw

decays is reported. The measured lifetime is 0.475 +
0.020(statistical) + 0.007(systematic) ps. We conclude
by noting that our result will raise the previous world
average [8] and decrease its error, increasing the signifi-
cance of the difference between the measured lifetimes of
the D, and the Do.
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