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Critical Behavior of the Coulomb Glass
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We have performed a Monte Carlo study of a classical three dimensional Coulomb glass. We use
finite size scaling to demonstrate the existence of a spin-glass-like phase transition and determine its crit-
ical exponents. We find that the transition temperature is well below the bare energy scale; we attribute
this to pairs of nearby sites binding into weakly interacting effective dipoles. We have also studied the
density of states as a function of temperature; we find that the Coulomb gap begins to develop well above
the transition temperature and is nearly fully formed at 7.

PACS numbers: 64.60.Fr, 75.10.Nr, 75.40.Mg

The competition between disorder and interactions
arises in a variety of systems. In the case of doped semi-
conductors, the disorder is produced by the random
placement of donor and acceptor sites. As a result, elec-
trons occupy sites in a random environment, and interact
with one another via a long-range Coulomb potential [1].
It has been presumed that classically such a system un-
dergoes a phase transition analogous to the spin-glass
transition [2,3]. However, the nature of the transition
has not been determined, and in fact, there has been no
direct demonstration of a finite temperature transition.
The features which have been seen in previous simula-
tions, such as a broad peak in the specific heat and an in-
crease in the nonlinear susceptibility, have not been
sufficient to establish the existence of a finite temperature
transition.

In this Letter we present the results of a Monte Carlo
study of the Coulomb glass in three dimensions, in which
we demonstrate for the first time the existence of a phase
transition and determine its critical exponents. We also
monitor the formation of the Coulomb gap [4] in the sin-
gle particle density of states as the temperature is
lowered. Even though the gap begins to develop at tem-
peratures on the order of the characteristic interaction
energy, we find that the phase transition occurs at a much
lower temperature; we attribute this to the pairing of
nearby sites into weakly interacting effective dipoles.

The essential physics of the Coulomb glass is the pres-
ence both of disorder and of long-range Coulomb interac-
tions between electrons. The Hamiltonian often studied
for the Coulomb glass is [2,5]

(n;—K)(n; —K)
H=Xnip;+ 2 — ! , (1)
i i>j rij
where we set the charge e =1, n; is the number operator

for site i, ¢; is a random onsite energy, r;; =|r; —r;|, and
K is a compensating background charge making the
whole system charge neutral. Such a Hamiltonian de-
scribes a lightly doped semiconductor, in which the im-
purity sites are far enough apart that the overlap between
sites can be neglected. In formulating simple theoretical
models of this system, there are different ways of intro-

ducing the randomness; for the purposes of our paper, we
feel that the exact nature of the disorder is not so crucial.
In most of the early work on the Coulomb glass (e.g.,
Refs. [2,3,5]), the sites are chosen to form a periodic lat-
tice, and the disorder is present in the form of random on-
site energies.

However, the presence of random onsite energies
makes numerical analysis difficult, since even in the high
temperature state the average occupation of a site is not
zero. This makes the search for a phase transition
difficult; there is no obvious order parameter which be-
comes nonzero at the transition. For our numerical
analysis, it is more convenient to take the disorder to be
entirely in the location of the sites. Although this
changes the symmetry of the Hamiltonian, we expect the
physics to be qualitatively the same. We note that a pre-
vious simulation in two dimensions also has taken this
form for the Hamiltonian [6]. In the case of half filling
there is a particle-hole symmetry, and we expect a phase
transition to be associated with the development of a
nonzero Edwards-Anderson order parameter. We there-
fore rewrite the Hamiltonian (taking K = %) to look like
that of a spin glass,

=13 2% )
475 rij
S;=1 (—1) will denote an occupied (unoccupied) site.

We have simulated three dimensional systems of linear
size L =4, 6, and 8. We randomly place N=L?3 sites in
the system; the position of each site is independently
chosen uniformly over the volume. We use periodic
boundary conditions, in which the distance between each
pair of sites is taken to be the minimum distance between
them in the full repeated lattice. We have only con-
sidered the case of half filling, in order to take advantage
of the spin-flip symmetry.

We have used a Monte Carlo heat bath algorithm. We
keep a table of the potential energy at each site. Each
electron is looked at sequentially and moved to one of the
available N/2+1 sites (its own site or one of the N/2
unoccupied sites), chosen with a Boltzmann probability.
If the site chosen is the electron’s original location, the
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FIG. 1. g(L,T) scaled using g(L""(T—T.)), T.=0.043,
and v=0.75, for systems of size 4 (+), 6 (x), and 8 (0 ). The
inset is the unscaled g(L,7T).

potential energies are unchanged; if the electron decides
to hop to a new site, we update all the potential energies.
If the electron chooses its initial site, which it does with
high probability at low temperatures, we do not have to
recompute the fields. This speeds up the simulation con-
siderably, partially compensating for the much longer
equilibration times needed at low temperatures.

The Edwards-Anderson order parameter alluded to
above is defined as ¢g=[(S;)%]; we will denote thermal
averages by (---) and disorder averages by [---1 [7].
The spin-glass susceptibility is defined as

m§%§M@m=wwm.

For an infinite system ysc diverges at the phase transition
as ysg~ (T —T,) ~7; the scaling hypothesis implies that
xsG satisfies the finite size scaling form xsg=L2>""
x7(L'"(T—T.)) lusing the scaling relation y=(2
—n)vl. Another parameter related to the transition is
g=+ (B —{(g"/{g??). At high temperatures, the distri-
bution of g becomes Gaussian and g tends to 0, whereas
at low temperatures g becomes nonzero. Since g is di-
mensionless, we expect that it should satisfy a scaling
form g(L,T)=g(L"""(T —T.)), and thus at the critical
temperature, g(L,T.) should have the same value in-
dependent of the system size L (as long as L is sufficiently
large for finite size scaling to apply) [8,9].

We have monitored equilibration by simulating two re-
plicas which have the same placement of sites but dif-
ferent spin configurations [9]. We can measure g either
by computing overlaps between the two replicas, g, =(1/
N)ZiS,-(')S,-(Z), or we can use the same replica at different
times,

4. =< ZSPWOSOW). 3)
If the time difference ¢'—¢ is sufficiently large that the
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FIG. 2. (a) xsg(L,T). (b) xsc scaled using L27"

x (LT —T.)) with n=0.7. (¢) t(L,T). (d) t scaled using
L*#(L'"(T —T.)) with z =4.5. Symbols denote systems of size
4 (+),6 (x),and 8 (O).

configurations are essentially uncorrelated, this will give
the same result as the replica overlap. The value of ysg
determined by the replica overlap increases with time to
the equilibrium value, whereas the value given by the
time overlap decreases to the equilibrium value. The two
methods agree when the system has reached equilibrium.
Our longest run (for L =8 at T'=0.04) had 262000
Monte Carlo steps per electron, although most of the runs
were much shorter. Depending on system size and tem-
perature, the sample averages involved between 20 and
160 disorder configurations.

We have determined the critical exponents of the phase
transition through finite size scaling [9]. In the inset of
Fig. 1, we show g(L,T) for L =4, 6, and 8. We note that
the curves for all three sizes cross at a value near
T =0.043, showing the validity of the scaling hypothesis.
In Fig. 1, we show a scaling collapse of these data, using
T.=0.043 and v=0.75. In Fig. 2(a) we show ysg(L,T);
2(b) shows a scaling collapse using the same values of T
and v as before, with n=0.7. We have estimated the er-
rors in the critical temperature and exponents by how
well the curves can be made to collapse. Since we are un-
able to perform simulations much below our estimate of
T., getting a lower bound on 7, is more difficult than an
upper bound, although our data are clearly incompatible
with a zero temperature transition. We estimate the
uncertainty in the values to be 7.=0.043%33% v
=0.75%82, and n=0.7 £0.2.

It is interesting that 7, is so much lower than the
characteristic energies in the system, which are of order
unity. To understand this, note that at the temperatures
of our simulation, nearby pairs of sites will with high
probability consist of an occupied and an unoccupied site.
Since these strongly coupled pairs of sites are close to-
gether, they are guaranteed to have small dipole mo-
ments. Therefore, they will interact weakly with the rest
of the system, remaining active down to temperatures
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FIG. 3. n(E) for the 63 system at temperatures of 0.05, 0.1,
0.2, 0.3, and 0.5. n(0) is decreasing with decreasing tempera-
ture.

much lower than the bare interaction energy. To test this
hypothesis, we have performed a numerical renormaliza-
tion procedure in which the most strongly coupled pair of
sites is replaced by a single effective spin [10]. We find
that after removing all couplings greater than J;; =1, for
example, the distribution of couplings generated is nearly
symmetric about zero with both ferromagnetic and anti-
ferromagnetic bonds. The width of the new distribution
is greatly reduced compared to the original width and is
on the scale of T,.. This is consistent with our explanation
of the reduced transition temperature.

We have also studied how the system relaxes by using a
dimensionless parameter R(¢) defined by

Kol 4 5
R([)=———Q— where Q(1)=— > q:
/[<Q2(Z)>] I ¢'=31/a+1

'

L
5

4)

For t — 0, R(t)— 1, while for t— oo, R(¢)— 0. As dis-
cussed in Ref. [11], since R(z) is dimensionless, we ex-
pect it to have the scaling form R(¢1) =R(¢t/t), where 7 is
the relaxation time. Thus we can determine 7(L,T) by
monitoring the time it takes for R(¢) to drop to some
specified value (we have used both 0.7 and 0.5 for this
value, with similar results). This can be used to deduce
the dynamic exponent z defined by z ~&7 In Fig. 2(c)
we show t(L,T); Fig. 2(d) shows 7 scaled onto one
curve, using a scaling form ¢ (L, T)=L*#(L""(T—T,)),
with z=4.5. We estimate z=4.5234. Since our heat
bath algorithm is nonlocal (recall that an electron can
jump to any available site in the whole system), it is like-
ly that a local algorithm would give a larger value for z,
since if electrons are allowed only local moves, it would
presumably take much longer to relax locally unfavorable
regions.

We have also calculated the specific heat and we find
that, as in spin glasses, there is fairly broad bump. This
has a maximum around 7 =0.07, a temperature some-
what higher than the transition temperature. Above
T =0.07, there is a slow decrease in the specific heat with
increasing temperature, and below the maximum the
specific heat decreases roughly linearly with decreasing
temperatures, although we did not measure the specific
heat at very low temperatures.

In Fig. 3, we show the density of states for single parti-
cle excitations n(E) at various temperatures. Because of
strong electron-electron correlations, the density of states
at zero energy starts to decrease at 7~0.4, almost an or-
der of magnitude higher than the transition temperature.
By T =0.05, still above the transition temperature, n(0)
has decreased by a factor of more than 50. We find that
for moderately low temperatures, but above the transition
temperature, n(0) decreases roughly linearly with tem-
perature, and extrapolates to a gap of zero at roughly the
transition temperature. [We have not measured rn(0)
below the transition temperature, although at sufficiently
low temperatures n(0) should vary quadratically with
temperature [12].] This is in qualitative agreement with
capacitance experiments which have indirectly measured
n(0) versus T [13]. To the best of our knowledge, tun-
neling experiments have not looked at the density of
states as a function of temperature in three dimensions
[14].

An indirect way of monitoring the development of
electron-electron correlations comes from recent experi-
ments [15], which looked at the inhomogeneously
broadened linewidth o(T) of the 1s— 2pg transition at
neutral donor sites in GaAs. The linewidth is essentially
temperature independent both below =4 K and above
= 8 K, and decreases from the high temperature value to
the low temperature value as the temperature is lowered.
The linewidth is primarily broadened due to the distribu-
tion of gradients in the electric field at the donor sites,
and the decrease in the linewidth has been attributed [16]
to the development of correlations among the occupied
sites.

In an effort to explain these experiments, Baranovskifi,
Thomas, and Vaupel [16] performed simulations using a
Hamiltonian similar to Eq. (1), but which had explicit
donor and acceptor sites. They looked at the distribution
of electric field gradients at unoccupied donor sites, and
saw that the width of this distribution decreased with
temperature as in the experiments, but unlike the experi-
ments, the width did not level off at low temperatures.
These simulations, however, were all performed at tem-
peratures which we believe are above T, (although since
they were simulating a somewhat different model, their
temperatures cannot be compared directly with our simu-
lation).

For our simulation, a corresponding quantity is the
electric field gradient at an occupied site due to the other
occupied sites,
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62
i) Z2

)

L], (5)

rij

for sites j where S; =1. We expect the distribution of V..
to narrow as the temperature is lowered, since sites will
be occupied randomly at high temperatures, but at lower
temperatures it is unlikely that two nearby sites will both
be occupied. Indeed, we find that the width o(T) of the
distribution of V., decreases as the temperature is
lowered, and begins to flatten out below the phase transi-
tion. It is possible then that the low temperature plateau
seen experimentally in o(7) is due to an actual Coulomb
glass transition. More careful experiments, monitoring
the time or frequency dependence of the plateau as well
as the development of the Coulomb gap, are necessary to
see if it is a nonequilibrium effect or an equilibrium phase
transition.

In summary, we have performed simulations study-
ing the three dimensional Coulomb glass transition and
have determined its critical exponents. We find T,
=0.04324882, v=0.75281, n=0.7£0.2, and z =4.5*§4.
Strong correlations are manifested in two ways. First,
pairs of nearby sites form weakly interacting dipoles that
result in a low transition temperature. Second, the
Coulomb gap starts to develop well above 7.
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