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Radiative Lifetime of the Long-Lived ls2s S t State in Heliumlike Neon
by Electron-Beam Excitation of Trapped Ions
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We report a technique for measuring the lifetimes of long-lived excited levels in highly charged ions
that fall into the range from 10 to 10 sec, inaccessible to existing methods. Employing a fast-
switching electron beam to produce and excite electrostatically trapped ions, lifetimes are determined by
observing the fluorescent decay of metastable levels. A value of 90.5~1.5 @sec is obtained for the
1s2S Sl 1s 'So transition in heliumlike neon, in good agreement with theoretical predictions of 91.1

and 92.0 psec.

PACS numbers: 32.70.Fw, 35.80.+s, 34.50.Fa, 34.80.Kw

Lifetime measurements provide important tests of
atomic theory because radiative rates, unlike energy lev-

els, are sensitive to the long-range behavior of atomic
wave functions. These include tests of relativistic eA'ects

[1], two-photon decay [2], and the hyperfine interaction
[3,4]. Moreover, precise knowledge of the lifetimes of
long-lived metastable levels is crucial for proper applica-
tion of density diagnostics used in astrophysics and plas-
ma sciences. For neutral or singly charged ions, photon-
fiuorescence techniques may be used [5], while the ac-
celerator beam-foil method has been very successful in

measuring radiative decays shorter than a few hundred
nsec in highly charged ions [6]. Additionally, retrapping
of ions from an ion source was recently used for measur-
ing metastable levels in highly charged ions whose life-
time exceeds several milliseconds [7]. For the specific
case of the 1s2s S~ metastable level in He-like ions,
these methods have been employed to measure lifetimes
in ions with Z ~ 3 [8,9] (for which r ~ 58.6 sec) and
Z~ 16 [1,3,10-14] (r ~ 706 nsec). Thus, a gap exists
for heliumlike ions with 4 ~ Z ~ 15 and metastable life-
times between 10+' and 10 sec, leaving He-like densi-
ty diagnostics [15] between 10 and 10' cm untested.

Here we describe the first technique to measure
excited-state lifetimes in multiply charged ions in the 5-
order-of-magnitude range that cannot be measured with
existing techniques, because the levels decay too slowly to
be measured with beam-foil techniques, too fast to be
studied by retrapping of ions from an ion source, and are
too energetic to be excited by photopumping. It relies on
high-resolution spectroscopy of stationary, electrostatical-
ly trapped ions excited by a monoenergetic electron
beam. Our method of excitation is thus the inverse of the
beam-foil method, and the radiative lifetime is deter-
mined from the temporal decay of the photon signal in-
stead of from its spatial variation along a beam line. We
illustrate this new technique for the case of Ne + and
determine the radiative lifetime of the S~ level to be
90.5 ~ 1.5 psec. The precision of our measurement sur-
passes that of any other published S& lifetime, thus
demonstrating the accuracy of the method.

This experiment consisted of three separate measure-
ments performed on the Livermore electron-beam ion
trap (EBIT) [16]. The beam energy was switched (1-2
kHz) between 960 and 750 eV, above and below the 905
eV excitation threshold of the S~ level. The higher
beam energy excites only the n =2 level, so corrections
for radiative cascades from higher levels are unnecessary.
No lines are excited at the lower energy.

A vacuum flat crystal spectrometer (FCS) employing
a thallium-hydrogen-phthalate crystal (2d =25.76 A) re-
corded the resulting 2 1 spectrum, shown in Fig. 1,
which includes the resonance line w (1s2p 'P

~

ls 'So), the intercombination blend of x and y
(ls2p P2 t ls 'So), the forbidden line z (ls2s St

1 s 'So), and the lithiumlike resonance line q
(ls2s2p P3iz ls 2s St/z). The xy blend is dominated
by y, since the P2 level has only a 2% branching ratio for
decay via x. For two of the three measurements, we also
used a Si(Li) detector which provided a much higher
count rate, although the much lower spectral resolution
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FIG. 1. Spectra of He-like Ne as seen by the FCS. Note
how only xy and z remain when the beam energy is lowered
below z's excitation threshold. Both spectra are integrations of
the FCS data shown in Fig. 2: "above threshold" from time
—150 to 0 psec and "below threshold" from 20 to 420 @sec.
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doxy/dr = t1xy/~xy+nmeta/rcoll-xy ~ (2)

where nmcta is the number of metastable S~ ions, n~~ is
the number of P ions that decay to ground via x and y,
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FIG. 2. Line intensities as a function of time (background
subtracted). The FCS data (w, xy, and z) are from measure-
ment I, while the Si(Li) data is from 2. Time 0 marks where
the electron-beam energy starts to drop from 960 to 750 eV.
Excitation of the resonance line w ceases after about 20 psec.
The exponential decay of the other lines beyond this point is ap-
parent.

meant that w, x, y, q, and z could not be individually
resolved. The Si(Li) data also had a much higher back-
ground.

A data acquisition system recorded the spectrum as a
function of time with a resolution of 1.6 psec. The tem-
poral behavior of the individual lines is shown in Fig. 2.
The origin of the time axis is the point at which the elec-
tron beam energy is switched from 960 to 750 eV. The
slew rate is 10 eV/psec, and it thus takes about 20 psec
for excitation of w and q to cease. Line z and the Si(Li)
2 1 peak both show prominent exponential tails. A
weaker tail also appears on the xy blend. Other time-
resolved spectra taken when no Ne was present showed
that there were no other long-lived transitions and that
the background was constant in time.

The xy tail, exists because of collisional quenching of
the St lifetime at the eA'ective electron density of the
measurement, i.e, because of transfer of an electron from
the 1s2s S~ to 1s2p P2 ~ 0 levels. The P2 and Po lev-
els immediately decay back to St (with branching ratios
of 97.9% and 100%, respectively), but the Pt level de-
cays to ground via y photon emission (branching ratio
96.5%).

One can eliminate collisional quenching by suiciently
reducing the beam current and thus the effective electron
density. Alternatively, the eAects of this collisional
transfer may be accounted for by solving

d&meta/d~ nmeta(1/&z + 1/rcotl-xy + 1/rcoll-g) ~

and

i, is the radiative lifetime of z, z„~ is an average of the
radiative lifetimes of x and y, r„~~ „ is the time scale for
collisional redistribution from S~ to P that results in
the production of an x or y photon, and r„~~ g is the time
scale for collisions from S~ to any other levels that then
decay to ground. Solving these equations and using the
fact that the radiative lifetimes for x (0.44 psec) and y
(0.19 nsec) [17] are negligible compared to that for z
(the very small intensity of x makes its lifetime effectively
negligible), we obtain

and

r z/r coll-xy Ixy/Iz (3)

1/~decay 1/~z+ 1/~coll-xy+ 1/~coll-g ~ (4)

where I, and l,y are line intensities during decay and
zdc y is the decay constant of the tails on both xy and z.
Combining Eqs. (3) and (4) we get

r, = rd„,y[1+ (1+ k)Ixy/I, ] ~ (5)

where the constant k =rcott „y/r, ott g ((1 is independent
of density. Thus, the radiative lifetime of z is equal to the
decay constant of the exponential tails on xy and z multi-
plied by a correction factor arising from the collisional
redistribution of St to other levels (mostly P) that then
decay to ground via photon emission.

We conducted measurements at the three

effective

electron densities listed in Table I. Each density was
determined from the ratio I„y/I, using a detailed model of
the level populations in heliumlike neon constructed with
the Hebrew University-Lawrence Livermore Atomic
Code package (HULLAC) [18]. The populations were cal-
culated from a balance of all collisional and radiative pro-
cesses connecting the n =2, 3 excited levels as well as the
ground state.

Starting at the point where excitation of w had ceased,
the decay curves were fitted with an exponential term
Ae '"'" plus a constant background. Standard g
methods were used to obtain the fits and their uncertain-
ties, and double checked using the C statistic discussed by
Cash [19]. A typical fit is shown in Fig. 2. The intensity
ratios I„y/I, for each measurement were obtained using
the number of xy and z counts in the FCS exponential
tails (with background subtracted), and then correcting
for small diA'erences in spectrometer eSciency between
xy and z. The results are listed in Table I.

Looking at Eq. (5), the uncertainty in our determina-
tion of ~, includes contributions from statistical errors in

rd„,„and I„y/I„systematic uncertainties in the measure-
ment of these quantities, and uncertainties in the theoret-
ical calculation of k. As we show in the following, all
these possible errors are small, the largest arising from
statistical uncertainties.

Because the electron-beam density varies with radius
and because a fraction of each ion s orbit may lie outside
the beam [20], we actually measure an average of zd„,y

2197



VOLUME 71, NUMBER 14 PH YSICAL REVIEW LETTERS 4 OCTOBER 1993

TABLE I. Results of lifetime measurements and associated uncertainties.

Measurement

Spectrometer
Electron density (cm )
Total counts: background

FCS
8.7 x 10''
2352'86

Si(Li)
5.7 x 10"

21 324:8424

Si(Li)
2.9x 10"

19093'8240

I„«/I, (from FCS)
Fit results
Correction for spectrometer e%ciency
Correction for polarization
Final value

0.218 + 0.010
+0.006 + 0.004
—0.005 + 0.002

0.218+ 0.012

0.142+ 0.014
+0.004+ 0.003
—0.004 ~ 0.001

0.141 ~ 0.014

0.073 + 0.011
+0.002 + 0.001
—0.003 ~ 0.001

0.072 ~ 0.011

Z decay (p sec )
Fit results
Timing calibration
Correction for n, profile
Correction for polarization
Correction for ion loss
Final value

74.33+ 2.28
+0.00 ~ 0.38
+0.16+ 0.16
—0.56+ 0.17
+0.05+ 0.05
73.98+ 2.32

78.56 ~ 1.68
+0.00 ~ 0.50
+0.09 ~ 0.09
+0.55+ 0.16
+0.05+ 0.05
79.25 ~ 1.76

83.94+ 2. 14
+0.00 ~ 0.53
+0.03 ~ 0.03
+0.41+ 0.12
+0.05+ 0.05
84.43+ 2.20

z, (psec)
Using Eq. (5)
Uncertainty in k
Final value

90.27 ~ 2.96
+0.00 ~ 0.03
90.27 ~ 2.96

90.54+ 2.32
+0.00+ 0.02
90.54 w 2.32

90.59 ~ 2.54
+0.00+ 0.01
90.59+ 2.54

over diA'erent densities. This means that the decay curve
we fit is a superposition of exponentials with diAerent de-

cay constants. Likewise, the intensity ratio I„«/I, we

measure is an average of many slightly diAerent intensity
ratios. Fitting multiexponentials to the data cannot
resolve this eAect, however, because of its small size.
Modeling the superposition assuming a Gaussian beam
profile, we find that fitting only one zd z y to the decay
curve and using the effective I„«/I, will lead to an un-

derestimate of z, . We correct for this by increasing
zd«, y by 0.16 (0.09, 0.03) Psec for measurement 1 (2, 3)
and including an uncertainty of equal magnitude, as
shown in Table I.

The interpretation of I„«/I, and zd„,y is also aA'ected

by the polarization and anisotropy of the emitted line ra-
diation since electron collisions in EBIT are nearly uni-
directional [21]. Using the formalism of Alder and
Steven [22] and magnetic sublevel calculations from the
code of Zhang, Sampson, and Clark [23], we compute
the polarization of z at t =0 to be —10.5% ( —11.7%,
—13.1%) in measurement 1 (2, 3) and conservatively as-
sume a 30% relative uncertainty. Polarization of z has
opposite effects on the FCS and Si(Li) data. It decreases
I, in the FCS spectra because the reflectivity of the TAP
crystal for the perpendicular polarization component is
less than that for the parallel component by a factor of
4.5 [24]; it increases I, in the Si(Li) data because the
emission of negatively polarized magnetic dipole lines is
enhanced perpendicular to the beam. The degree of po-
larization and anisotropy decreases slowly in time (fastest
for the highest density measurement) because of col-
lisional redistribution. x and y are assumed unpolarized.

Modeling the time dependence of the polarization and us-

ing the formalism described in [25] to correct for polar-
ization eAects, we determine that the apparent values of
I„«/I, are too large by 2.5%, 3.1%, and 3.8%, respectively,
and find that the apparent values of zd„,y are too high by
0.56+ 0.17 @sec for measurement 1 and too low by
0.55 ~ 0.16 (0.41 ~ 0.12) psec for measurement 2 (3).

The apparent zd„,„may also be affected by the loss of
Si states due to recombination and ion escape from the

trap region. We estimated the time scale for these losses

by observing Lyman-a emission from hydrogenlike neon
ions. A population of H-like ions was first created by
raising the beam energy above the ionization potential of
He-like ions (1196 eV) but below that for ionization to
bare nuclei (1362 eV). The beam energy was then

dropped to just above the excitation energy of Ly-a (1022
eV). Under these conditions, the Ly-a intensity is pro-
portional to the number of H-like ions in the trap, and
can be used to measure the loss rate of H-like ions. We
conclude that the time scale for loss of excited He-like
ions is at least 60 msec, and that the required correction
to zd„,y is no more than 0.10 psec; we use 0.05~0.05
p sec.

The final values for z d„,y and I «/I, are listed in Table
I. Their uncertainties are calculated from the quadrature
sum of statistical errors and the correction term uncer-
tainties discussed above, including a 0.51% (0.63%) un-

certainty in the timing calibration for measurement 1 (2
and 3).

The constant k, which appears in Eq. (5), depends on
the time scale for collisions from Si to levels that then
decay to ground other than through x or y. We calculat-
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FIG. 3. Comparison of theoretical and experimental life-
times for the S[ level. All data are normalized to values calcu-
lated by Drake [26] except Br and Xe which are from Drake
[26] with relativistic corrections (cf. Refs. [1,14]). Values cal-
culated by Johnson and Lin [27] are indicated by a dashed line.
Experimental values and error limits are from Refs. [8] (He),
[9] (Li), [11] (S, Cl), [13] (Ar), [12] (Ti), [3] (V, Fe), [14]
(Br), and [I] (Xe).

ed this with the HULLAC modeling package which yields
a value of 0.0082, with an uncertainty of 20%. Using this
value, we obtained the r, 's shown in Table I.

Taking a weighted average we obtain a final result of
r, =90.49+ 1.48 psec, which has the smallest percentage
uncertainty of any published S~ lifetime measurement
(see Fig. 3). This is in reasonable agreement with the
value of 92.0 psec calculated by Drake [26], and even
better agreement with the more recent result of 91.1 psec
by Johnson and Lin [27] who included higher order rela-
tivistic terms in their calculation. This measurement rep-
resents the first test of a lifetime used in heliumlike densi-
ty diagnostics applicable to stellar atmospheres, in this
case, densities of 10' '-10' cm

The discussion of errors shows that statistical uncer-
tainties were dominant in this Ne + measurement, but
systematic errors may be much more important in other
experiments. In particular, ion loss from the trap on time
scales of roughly 100 msec (varying with the ionic
species) places an upper limit on measurable decay rates.
A lower limit of a few nsec is set by the slew rate of the
electron-beam power supply. This represents a temporal
range of some 8 orders of magnitude that is now available
to measure lifetimes in highly charged ions. Five of those
decades cannot be explored with any other existing
method.
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