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Accelerating Diffusive Nonequilibrium Processes in Discrete Spin Systems
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New Monte Carlo methods are presented for efficient simulation of nonequilibrium processes
in spin systems. The elementary moves are flips of connected sets of spins (clusters), subject to
constraints. Use of a constraint on the cluster size gives rapid short-wavelength equilibration and
accelerated diffusive long-wavelength kinetics; additional constraints can enforce local conservation

laws.

PACS numbers: 64.75.4-g, 05.70.Ln, 64.60.Ht

The long-wavelength dynamics of nonequilibrium pro-
cesses are often insensitive to microscopic details, and
thus can be categorized into universality classes. Two
general examples of such processes are dynamic critical
phenomena [1] and phase-ordering kinetics [2]. Simula-
tion studies are both helped and handicapped by this
universality: Simple models such as the Ising model
can be useful, but large systems must be simulated over
long times in order to observe their universal properties.
Typically, techniques such as Monte Carlo (MC) simula-
tions using the Metropolis algorithm [3], or integration
of discretized Langevin equations [2,4] are used to study
nonequilibrium processes. The localized nature of these
calculations makes it difficult to simulate the long times
required for long-wavelength processes to occur.

For the study of statistical equilibrium of classical spins
this problem has been partially overcome with nonlocal
MC algorithms, developed by Swendsen and Wang [5]
and by Wolff [6]. In these algorithms, a single move
groups many neighboring spins into “clusters” which are
simultaneously “flipped” from one state to another. The
nonlocality of these moves drastically shortens correla-
tion times. However, because such algorithms often flip
system-spanning clusters, the resulting long-wavelength
dynamics bears no resemblance to physical, e.g., diffu-
sive, transport.

Here, we introduce a new class of constrained cluster-
flipping algorithms that permit (i) moves of specified lo-
cality, from single-site spin flips [3] to the highly nonlo-
cal cluster moves accomplished by the Wolff algorithm
[6], (ii) imposition of local (i.e., at the scale of the clus-
ters selected) conservation laws. Such local-cluster-flip
(LCF) algorithms, while maintaining equilibria identical
to those of single-site or cluster-flipping MC algorithms,
possess a blend of dynamical processes. On the scale of
the cluster sizes, there is instantaneous transport: a sin-
gle move coherently rearranges the local state. However,
at long scales, conventional diffusion occurs, with a large
amplification of the effective transport coefficient relative
to single-spin-flip dynamics. Our approach places a hard
upper bound on the cluster sizes, in contrast to work on
controlling cluster sizes by Niedermayer [7]. In addition,
our methods suggest generalization to respect more gen-
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eral cluster-move constraints.

The transport amplification that we obtain makes sim-
ulation of spin system dynamics, previously requiring
single-spin MC, an attractive alternative to integration
of noise-driven discretized partial differential equations
(e.g., Langevin equations such as the time-dependent
Ginzberg-Landau equation and model B conserved-
order-parameter dynamics [2] or related cell-dynamical
systems [8]) for the study of order-parameter dynamics.
Partial differential equations have been favored in recent
studies for two reasons: First, a single site, being a con-
tinuous field, is estimated to represent many (=~ 3%) spins
[9]; second, various schemes may be employed to boost
the time step [8,10]. Both of these factors allow partial
differential equations to access later effective times than
single-spin MC given a fixed amount of computation. In
contrast to single-spin MC, our algorithm allows groups
of arbitrarily many spins to be updated at once. In ad-
dition, spin systems can be easily studied close to their
well-characterized critical points, or in strong or inho-
mogenous fields, instances where integration of contin-
uum models requires short time steps.

In this paper we apply our ideas to the Q-state Potts
model, where spins o, take values 0,...,Q — 1 and are
located at “sites” x. Nearest-neighbor “links” from site
z to y are denoted (z,y). The Potts Hamiltonian is

- % = Z széaz,o’y + thaaz,ly (1)
(@) z

where the sums run over all z and links (z, y) on the lat-
tice. The coupling constant K, and the external “mag-
netic” field h, may be inhomogeneous. In what follows,
we first describe our algorithm, and then we show that its
equilibrium is described by the Boltzmann distribution.
In a single cluster move, a group of spins connected by
bonds (selected or “activated” links in the language of
Wolff [6]) is flipped. We now describe a cluster move in
our algorithm without conservation of spin, and with a
constraint (e.g., on the cluster size). (i) A site r is chosen
at random to be the first spin in cluster C. (ii) Consider
the links connecting £ € C to its neighbors y € C; a
previously unconsidered bond (z,y) is added to C with
probability 65, ., (1 — e"=v) if the constraint c(y,r) is
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true; if c(y,r) is false, the bond is not activated. The
constraint ¢(y, r) may involve any relation between sites y
and r defined without reference to the spin states. In this
paper, we consider the following “distance” constraint:
c(y, r) is true if the distance (number of bonds separating
y and r on C) is less than R, and false otherwise. (iii)
Repeat step (ii) until all links from sites in C' have been
considered. (iv) Spins in C are flipped to a state o’ #
oz € C with probability

H e“szaa,ay He‘_hzéa,l

(z,7)Ac(y,T) z

A = —Q—'l_—fmln 1,
(2
where the product subscript £ denotes z € C and ¥ de-
notes y ¢ C. Logical “and” (A) and the negation of the
constraint condition c(y,r) are also used. For simplicity,
a single magnetic field h, is considered, coupling to the
o = 1 state: in general, Q — 1 such fields are required.
This process of cluster growth and flipping is repeated
in the manner of the Wolff algorithm; simulation “time”
is measured in attempted cluster moves. We note that
when R = 1, the constraint c(y,r) is always false, and
a cluster of one spin is always formed; the acceptance
probability is then just the conventional single-site MC
flip probability. When R = oo, the constraint c(y,r) is
always true, and the algorithm is that of Wolff [6]. For
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any R, it is always possible for any single spin to be
flipped to any state, making the algorithm ergodic.

That this algorithm observes detailed balance, and
that the probability of a state is given by the Boltzmann
distribution appropriate for the Q-state Potts model is
easily shown. Consider the probability that a particular
cluster (defined by a starting site s and a particular set
of links) is constructed and flipped, causing a transition
from spin state A to B. This is proportional to a product
of factors 1 — e~ ¥=v for each link (z,y) € C, and factors
e~ Ke=v for each link (z,y) for which the conditions z € C,
y € C, 0y = 0, and c(y,r) are all true: these are links
which could have been made, but were not. This product
must be multiplied by the acceptance probability defined
in (iv) to give the transition probability t§ z.

Now consider the corresponding reverse process that
forms and flips the same cluster (the same start site r
and links), leading to a transition from B to A. The
probability of cluster construction for the reverse move
is the product of the same factors of 1 — e~ ¥=v, and the
factors e X=v for each link (x, y) for which the conditions
zeC,y¢C,oy=0',andc(y,r) are all true (o, refer to
state A). When multiplied by the acceptance probability
(1), this gives a nonzero reverse transition probability
tGa-

The ratio of these corresponding transition probabili-
ties is

tC, Ky —hgb, -
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where identical terms in the numerator and denominator
" have been canceled. This ratio reduces to
9 h Key(6
t?- = H e 1(60’,1_66,1) H e Iy( o’ oy _6a,ay), (4)
BA = (=,9)
just the ratio of the Boltzmann weights of states B and
A for the Hamiltonian (1).

Since this ratio is the same for all moves C that result
in such transitions between A and B, and since there are
corresponding reverses for every cluster move, the ratio
of the total forward and reverse transition probabilities
is

Tas - ZCth — pH(A)*H(B), (5)
Tpa Y ctGa kT ’

the algorithm thus satisfies detailed balance, and the
probability of observing a state is given by the Boltz-
mann distribution for the Hamiltonian (1).

We will now show that increasing the cluster size R can
accelerate a spin simulation without affecting the uni-
versal properties of the dynamics on scales larger than
R. Above the critical temperature K, = In(1 4+ v/2) =
0.8813... of the two-dimensional square-lattice Q = 2
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Potts (Ising) model in zero magnetic field, we have stud-
ied spin relaxation in order to determine the nature of
transport at long wavelengths. Ising spins are defined as
Sz = 20, — 1. The momentum components of the spins,
k=3, e***s,, may be used to form correlation func-
tions cx(t) = (M2T)~! [ dt' 8x(t')3-1(t + t'), where t
denotes simulation time in cluster flips per lattice site,
and M? is the number of sites.

If the long-wavelength transport is diffusive (expected
for k=1 larger than the equilibrium correlation length &),
we expect ci(t) = cx(0)e™*/™, where cx(0) = 1/[a +
k? + O(k*)] is the equilibrium correlation function, and
where 7, = ¢ (0)/D. The proportionality constant D
is the effective diffusion constant. In the inset of Fig.
1, we plot ck(t)/ck(0) as a function of t/ck(0) for data
taken from 4 x 107 cluster flips of a 1282 square lattice
with K, = 0.70 (£ =~ 3.6), and with cluster size R = 4;
the collapse of these correlation functions for different
k indicates that a single diffusion constant D describes
long-wavelength relaxation.

We have measured D as a function of coupling K and
cluster size R: Our data are shown in Fig. 1, with diffu-
sion constants normalized to those for R = 1 (single-spin
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FIG. 1. Diffusion constant D(R) in 1282 square-lattice FIG. 2. LCF domain growth. (a) Nonconserved-spin 10242
Ising model with K =0.3, 0.5, 0.6, 0.8, as a function of clus- square-lattice Ising model, cluster size R = 1,2, 3, 5 quenched

ter size R, normalized to the case R = 1. Inset shows the from K = 0 to K = 0.95 at t = 0. For clarity, 10L(¢) is

rescaled correlation function ck(t)/ck(0) vs t/ck(0) at large plotted. (b) Conserved-spin 64% simple-cubic Ising model,

wavelengths, for K = 0.7 and wave numbers k = ¢/128, 1 =0 cluster size R = 1,2, 5,10 quenched to K = 0.48; also shown

to 9. The collapse indicates that a single diffusion constant are data for R = 1,2 quenched to K = 0.66. For the two

describes the long-wavelength relaxation. couplings, 5L(t) and L(t) are plotted, respectively. In each
case, overlap of the curves after scaling simulation time by R?
indicates an effective diffusion constant D ~ R2.

MC) for each temperature. We observe that for each
K, D(R) grows initially as R™ with n ~ 2.5. For large
R, D(R) saturates: increasing R beyond the percolation of simulation time ¢ after a quench from infinite temper-
length (which is finite above the magnetic phase tran- ature to K = 0.95 at ¢ = 0. This may be Fourier trans-
sition for the d = 2 Ising model [11]) will not affect the formed to yield the real-space correlator C(r,t). Solution
cluster sizes that are formed, and therefore will not affect of C(0,t) = 2.718C(L, t) defines a mean domain size L at

the diffusion. As the critical temperature is approached, any time ¢. Scaling arguments [12] suggest that domain
the percolation length increases, and a larger regime of growth with nonconserved diffusive dynamics should ap-
power-law behavior of D(R) is observed. One can ar- proach a power law L(t) = (Dt)/2, where D is the effec-
gue that at criticality, the exponent n is larger than 2.1: tive diffusion constant for order parameter fluctuations.

for the critical d = 2 Ising model, critical slowing down  The upper curves (a) of Fig. 2 show 10L(t) for single
is eliminated by the Wolff algorithm (R &~ L); for the  runs with R = 1,2,3,5: each case shows t1/2 growth,
Metropolis algorithm (R = 1), the correlation time is  with effective diffusion scaling as D(R) ~ R2.

L2?1 [6]. Consequently, we expect that the correlation We have also devised a LCF algorithm for Potts models
time is less than (L/R)?!, and that the diffusion con-  with conserved order-parameter dynamics: (i) Start with
stant is greater than R?!/L01, a pair (r1,72) of neighboring sites with different spins. (ii)

Since the LCF moves generate diffusive transport at Form a cluster around r; using the distance constraint
lengths larger than R, they are suitable for the study  described above. (iii) Form a cluster around r; using the
of nonequilibrium processes below the critical tempera- constraint that the number of sites in cluster 2 is not
ture, where ordered phases will condense. We have stud-  allowed to exceed the number of sites in cluster 1. (iv)
ied the 10242 square-lattice Ising model, measuring the Reject the move if the number of sites in clusters 1 and
equal-time correlator Ci(t) = 8x(t)§_x(¢) as a function | 2 differ; otherwise, accept the move with an acceptance

ratio

A — me 1 ..‘P_(_t.i)). H e*K:nu&a,oy He"hz&a,l , (6)

(z,9)Ac(y,T) z

which equals 1, multiplied by a factor that corrects for fluctuations in the number of links connecting unequal spins
P({o}) = > <z y>(1 —6q,,0,) that can be selected in step (i). As before, {c’} are the spins after the proposed move.
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We have studied the growth of ordered domains in the
three-dimensional simple-cubic 642 Ising model with zero
total spin, quenched from K = 0 to K larger than the
critical coupling K. = 0.4432... at time ¢ = 0 using our
spin-conserving LCF algorithm. The correlator C(r,t) is
defined as before; L(t) is defined as the smallest solution
of C(L,t) = 0. The lower curves of Fig. 2 show 5L(t)
vs tR? for R = 1,2,5,10 and K = 1.0829K, = 0.48,
averaged over eight runs and L(t) vs tR? for R = 1,2
and K = 1.5K, = 0.6649, averaged over four runs. For
both of these quenches, the thermal correlation length
& is less than one lattice constant [13]. The four curves
for the shallower quench and the two curves for the deep
quench superimpose over a large time range, indicating
that the effective diffusion scales as D ~ RZ2, even in
the regime L < R. For the deep quench, simulations
performed with R > 2 could not be superimposed by
a multiplicative time scaling. For the shallower quench,
R = 20 failed to scale, indicating that the range of R over
which this scaling holds grows as T, is approached. We
note that for both quenches, the growth is slower than
the theoretically expected asymptotic result R o t1/3,
especially for the shallower quench. A reduction of the
apparent exponent for conserved order-parameter growth
near T, is consistent with earlier studies [14]. In this
paper, more important than any specific growth law is
the result that the data may be superimposed by simple
multiplicative time scaling even before the asymptotic
regime is reached.

In all of these growth kinetics studies, we have observed
an increase in the computation required per cluster flip
that increases roughly linearly in R. Since we observe a
time rescaling of order R? (in units of LCF /site), the real
computer time required to reach a given effective time de-
creases roughly as 1/R. This suggests that with different
cluster sizes, growth dynamics over a large range of time
scales may be studied. Slightly above the critical tem-
perature in the two-dimensional Ising model without spin
conservation, we have observed an even greater reduction
in computational effort due to the scaling of the diffusion
constant as D(R) ~ R%/2. We do not fully understand
these exponents, or their dependence on the phase struc-
ture at scales smaller than R.

As indicated above, random bonds and fields are easily
studied with LCF algorithms. Whether or not accelera-
tion of the dynamics of these glassy systems with LCF
algorithms is possible is an open problem. Similar classes

of problems that LCF methods may be well suited for are
problems involving (possibly inhomogeneous) boundary
fields [15], and order-parameter kinetics in porous media
[16]. A final, practical advantage of the LCF algorithm
(even for equilibrium studies) over the Wolff algorithm is
that it is naturally parallelized: the lattice can be divided
into sublattices, each one treated by one processor. Con-
straints limiting clusters to the sublattice interiors allow
interprocessor communication to be avoided; ergodicity
is obtained by intermittently shifting the boundaries be-
tween sublattices.
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