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Systems of globally coupled oscillators often display states of full synchrony in which all oscillators
are phase locked. It is shown that for globally coupled oscillators with neuronlike pulse interactions,
the phase-locked state is unstable to inhomogeneity in the local frequency. For weak inhomogeneity
the system breaks into two subpopulations: one that is phase locked and another one that consists of
aperiodic oscillators. The fraction of the unlocked population remains finite in the limit of vanishing

inhomogeneity.

PACS numbers: 87.10.+e

Mutual synchronization of oscillators is ubiquitous in
nature. Examples include synchronization of cardiac
pacemaker cells, flashing fireflies, and charge density
waves [1,2]. Recently, considerable attention has been
drawn to the various forms of coherent oscillatory activ-
ity discovered in the central nervous system (see, e.g.,
[3]). In general, synchrony in a system of coupled oscil-
lators is characterized by nonzero correlations between
the oscillators’ phases. A strong form of synchrony is
a phase-locked state where all the oscillators maintain
fixed phase relationships among themselves. Of particu-
lar interest is the question whether a phase-locked state
is stable to inhomogeneity or noise in the local intrin-
sic frequencies. This question has been studied mostly
in models in which the interaction between oscillators
was taken to depend continuously on their state vari-
ables (see, e.g., [2,4]). In these models it was found that
the phase-locked state is stable to weak disorder or noise.
When the width of the distribution of the intrinsic fre-
quencies is small compared to the coupling strength, al-
most all oscillators are phase locked. In this paper we
examine this issue in a system of globally coupled oscilla-
tors with pulse interactions, i.e., interactions that depend
discontinuously on the state variables of the interacting
oscillators. Such interactions are of special interest for
neural systems, where often synaptic potentials are gen-
erated by the spiking of the presynaptic neurons. We
show that in such a system the completely phase-locked
state is unstable to weak disorder. For a small degree of
inhomogeneity, the oscillators are divided into two pop-
ulations, one of which exhibits phase-locked periodic be-
havior, whereas the other consists of unlocked oscillators
which exhibit aperiodic patterns that are only partially
synchronized. The fraction of unlocked population re-
mains finite in the limit of weak disorder, and grows as
the inverse logarithm of the width of disorder signaling
the rapid destruction of synchronization by the inhomo-
geneity. These results are derived analytically, by solving
a set of self-consistent mean-field equations in the limit
of weak disorder. Numerical results supporting the an-
alytical prediction are presented. The implications for
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other dynamical systems are discussed at the end of the
paper.

We consider a network of fully connected oscillators
modeled as integrate-and-fire neurons. The dynamics is
described by

av; : o

i Vi+I+1?, (1)
I 1)

7 + Kp(t) , (2)

where

o0 = 5 6t —1ty) (3)

Here Vj(t) represents the membrane potential of the ith
neuron; I; is an external, time-independent input to the
neuron ¢. The current I(t) is the mean-field synaptic
current generated by the spikes of all the neurons in the
system, and K is the normalized strength of the interac-
tion. The normalized density of spikes is p(t). The times
t; are the spiking times of the neuron j. These equa-
tions are supplemented by the condition that each time
the potential V; equals a threshold value, the neuron i
emits a spike, and the value of its potential is set instan-
taneously to zero. The threshold value is taken here to
equal unity. Finally, 7o is the integration time constant
of the synaptic current relative to that of V;.

We first discuss the state of a spatially homogeneous
network, i.e., I = Iy. In the case of Iy > 1, the net-
work dynamics possesses a fully synchronized solution
where all the neurons are phase locked [5,6]. This state
is stable and is asymptotically reached from random ini-
tial conditions. In the case of Iy < 1, the neurons are
not excited without synaptic input (since the threshold
is 1). This leads to the emergence of other states. In
particular, in this regime the quiescent state V; =V < 1,
p = 0 is stable (see also [7-9]). Here we limit ourselves
to the phase-locked state for Iy > 1. In the phase-locked
state all the neurons fire simultaneously. Equations (1)
and (2) with V; = V describe a single neuron coupled
to itself with an excitatory connection of strength K.
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The solution of these equations is a periodic state with
p(t) =3, 8(t —nT) and a mean-field current I(¢) that
is given by the expression

I(t) = Kexp(—t/m), 0<t<T, (4)

where K = K/[1—exp(—T/7)] and I(t) = I(t+T). Note
that I has a discontinuity at ¢ = nT". The period of os-
cillations 7" is determined from a simple self-consistency
equation requiring that V(¢ — 77) = 1. An example is
shown in Fig. 1 for parameters 7o = 0.5, K = 0.1, and
Iy =1.5.

We focus on the effect of nonuniform local external
currents on the phase-locked state. Let us assume that

P=TIo+6, -A<6 <A, (5)

where A is the width of inhomogeneity, and take for sim-
plicity a uniform distribution of §;. The results of nu-
merical simulation [10] of such a network with A = 1073
are shown in Fig. 2. The displayed spike density shows
a substantial departure from full phase locking even for
such a small dispersion in local frequencies. Furthermore,
the results indicate that the spike density consists of two
contributions with substantially different widths. Fur-
ther analysis shows that the two components originate
from two distinct subpopulations. The narrow compo-
nent represents neurons that are frequency locked and
phase locked to the current I with fixed small phase shifts
which depend on the local value of I?. The rest of the
neurons are not locked with I(t) and exhibit aperiodic
patterns of firing. Nevertheless, as is evident from the
form of p, most of them do retain a substantial degree
of synchrony with I. In fact, they fire for a long time in
close synchrony with I(¢) but undergo phase slips which
occur on a time scale that is long relative to the pe-
riod of I. The separation of the network into these two
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FIG. 1. The mean-field current I(¢) in the fully synchro-
nized state of the homogeneous network, given by Eq. (4).
Inset: the function ¢o(lo) (see text). Solid line, stable branch;
dashed line, unstable branch. Parameters are 19 = 0.5,
K = 0.1, and Ip = 1.5.

populations is illuminated in Fig. 2 (inset), where the
mean frequency of firing of the different neurons is dis-
played versus their local external currents. The plateau
corresponds to the frequency-locked population, which
consists of the neurons with slow intrinsic frequency, i.e.,
I? < I.. In contrast, the neurons with I? > I, are not
frequency locked. These surprising results are the main
subject of the paper.

To understand the behavior of the system, we first
study the behavior of a single neuron, Eq. (1), under
the influence of a fixed periodic current I(¢) with period
T. We will then close the solution by demanding that I
be consistent with the spike density p, as required by Eq.
(2). The behavior of the neurons is best described by
computing their phase, which is the time of their firing
relative to the periodicity of the external current. These
times are governed by a map t, — tp+1 = ¢(tn), where
t, is the phase of the neuron at the nth period of I(t)
[11], defined as its time of spiking relative to the nth peak
of I(t). The map t’' = ¢(t) can be easily computed from
Eq. (1) which yields

e =e T / o dre™(I(r) + I°) . (6)

The map depends, of course, on the value of I° and there-
fore differs for different neurons. We will denote this de-
pendence by writing ¢ = ¢(¢t; I°).

For small values of I°, ¢ has a stable fixed point t° =
&(t% I°), which is given by

1-e T[T e I(¢ +%)dr
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FIG. 2. Simulated activity of an inhomogeneous network of
100 neurons, with A = 1073, Other parameters are the same
as in Fig. 1. The number of spikes emitted by the network in
the time interval dt = 0.01 is plotted vs time. The transient
up to t = 5000 was discarded. Inset: the number of spikes
emitted by a neuron in a time window of length 6000, against
the deviation of its local external current I° from the mean
Io.
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The stable fixed phase t° is monotonically decreasing
with I°. It has a minimum value, denoted as tpy;p, corre-
sponding to a maximal value of I°, denoted as I, for
which there is a fixed point. The function t°(I°) for
I(t) of Eq. (4) is depicted in the inset of Fig. 1. Note
that there are two branches: an unstable and a stable
branch. The two branches meet at t.,;,. As can be seen,
in this case tnin = 0; I, = Iy. It should be noted that the
two branches of t° depicted in the inset meet with finite
slopes. This is the consequence of the discontinuity of
the current at t = tmin. In the case of a continuous I(t)
the two branches meet smoothly, implying that in this
case
dI°
dt0
Neurons with I? > I, are not phase locked and have
a spiking rate bigger than 1/T. Thus, if I — A < I, <
Io+ A, the system is divided into two populations, phase
locked and unlocked, and the spike density is given by the
sum of two corresponding densities: p(t) = p!(¢) + p“(t).
The fraction of phase-locked population, N,, is related
to I, via

= 0, to = tmin - (8)

I.=1I,+ (2N, - 1)A . (9)

The behavior of the unlocked neurons with small values
of §I° = I® — I, > 0 can be understood by linearizing
#(t% I°) about the point t® = tyin = 0;I° = I,. Per-
forming this expansion, using Eq. (6), one obtains for
I(t) of Eq. (4),
tn+1:a+tn—b+6IO, O<t<<1 y

(10)

tni1=a_t, —b_6I°, 0< —-t<<1,

where ay = 0¢(0%;1.)/0t and by = 8¢(0%;1,)/0I°.
These coefficients can be easily evaluated using Eq. (6).
They obey 0 <a, <landa_ >1, by > 0. For 6I° < 0,
the map has a fixed point, representing phase-locked be-
havior. For 6I° > 0 the phase t does not converge to a
fixed point. Starting from an initial phase tg, § << tg, it
will approach the origin in time n « In(to/6). It spends
time of order |Iné| near the origin, and then slips. The
probability of spikes at a phase tg is roughly proportional
to dn/dto; hence the spike density of the unlocked neu-
rons has the shape p%(t) o [t|7!, A << |t| << 1. A
more precise derivation of this result is as follows. In the
regime A << t we can neglect the additive 6I° terms
in Eq. (10) and the form of the map ¢(t) is therefore
the same for all neurons. The only spike density that is
invariant to simultaneous linear transformations of all ¢;
is of the form p(t) o [t|~1. Thus we obtain

(1= N,)Cy 1

U

= —e —_ . 1
Here C; and C_ = 1 — Cy are the relative fractions

of spikes of unlocked neurons to the right and to the
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left of the point t = 0, respectively. It follows that
p(t) ~ 1/|In(A)| for t ~ 1, so that the spikes of the un-
locked neurons are mostly concentrated around t = nT.
The coefficients C+ can be found from the condition that
the number of spikes of the unlocked neurons appearing
in the peak of the spike distribution (11) after the trans-
formation (10) equals the number of spikes leaving this
peak. This requirement leads to the relation

Cilnay =—-C_lna_ . (12)

Up until now we have computed the distribution of
phases of a population of neurons with a spread of local
external currents, responding to a periodic, discontinu-
ous current. We now turn to consider the self-consistency
of I(t) and p(t) for the case of |A| << 1. Our basic as-
sumption is that in the limit of N — oo the population of
unlocked neurons produces at long time a spike density
p%(t), which is periodic in t. The limit A — 0 presents
two simplifications: First, all neurons have external cur-
rents I? close to I, =~ Iy. Second, the self-consistent form
of the mean-field current I(t) is close to that of Eq. (4),
except in the immediate vicinity of ¢ = 0 where the dis-
continuity is smoothed by the spread of activity of the
population. More detailed analysis shows that the most
important deviation in the forms of p(t) and I(t) occurs
in the regime of phases 0 < |t| < A. In particular, this is
the scale at which the self-consistent current is smooth.
On the other hand, most of the weight under p*(t) lies in
the regime A << |t| << 1. In this regime ¢(t) remains
the same as in the uniform case, Eq. (10), and therefore,
Eq. (11) applies as well. The only difference is the value
of N;. In the case of the unperturbed current, the maxi-
mum value of local external current for which the phase
is locked is I, = I, implying that half the population is
locked, i.e., Ny =1/2.

The relative fraction of phase-locked neurons N, in
the case of the inhomogeneous network can be obtained
from the self-consistency equation (9), if I, is expressed
in terms of p(t) with the help of Egs. (8) and (7):

1— e TKry [if e p(t')dt’

L= 1—eT

(13)
In the limit of A — 0 p collapses to

p(t) = [N+ (1—=Ng)C]6(t—01)+ (1= N,)C_6(t—T7) .
Substituting this form in Eq. (13) yields

_ C_+Cyiexp(-T)
~ C_[1 —exp(=T)]
~ 1 Io
K1C_[1 — exp(-T)] + KryC_

N,

(14)

This result implies that even in the limit A — 0, a finite
fraction of neurons remains unlocked. However, as A —
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FIG. 3. Simulation results of the fraction of phase-locked
neurons for various values of A. N; is obtained as the relative
width of the plateau in Fig. 2.

0, the time that they spend in the neighborhood of the
origin grows so that the resultant distribution approaches
a delta function as in the uniform system.

Further analysis shows that for small A the leading
correction to the integral in Eq. (7) is logarithmic, be-
cause of the logarithmic dependence of p*, Eq. (11). In
particular, this yields

N, — N,(A) « 1/|In(A)] . (15)

Figure 3 presents simulation results for Ny vs |In(A)|
with the same parameters as in Fig. 2. A linear relation-
ship is obtained for Ns = 0.65. This value is in a reason-
able agreement with Eq. (14) which yields N, = 0.64 for
these parameters.

Our study shows that inhomogeneity in local frequency
strongly affects the synchrony of the network. We expect
that a similar behavior occurs for other kinds of local
disorder, e.g., inhomogeneity in the time constants. The
behavior of our system differs from other systems of glob-
ally coupled oscillators ([2,4] ), where for weak disorder
almost all the oscillators are phase locked. The origin of
this difference lies in the pulselike nature of the interac-
tion in our model, which is reflected by the discontinuity
of the synaptic current (Fig. 1) in the fully synchronized
state. In reality, the interaction is expected to depend
continuously on the state of the coupled neurons. It is
thus important to understand the extent of the validity
of our results in systems where the interaction is a contin-
uous but sharply varying function of the activity of the
presynaptic neuron. A qualitative analysis shows that in
this situation there is a crossover between an inhomoge-
neous regime with a behavior similar to that described
in this paper and a homogeneous regime at

A =~ 1/max{dI/dt} . (16)

An example of a system with continuous interactions that
exhibits the above mentioned crossover is given by an

integrate-and-fire model in which the synaptic current
has a finite rise time. Instead of Eq. (2), I(t) is given in
this model by

I(t) = K/o dr {exp[—(t — 1) /70]
—exp[—(t — 7)/7m]}p(7) . (17)

The original model is recovered in the limit where the
rise time constant 7; vanishes. Here we consider the case
0 < 11 << 79. In this case, following a spike in the net-
work, the current rises continuously with max{dI/dt} ~
71. Unlike our original model, this network is not phase
locked in the absence of disorder, i.e., N, =0 for A = 0.
Here the effect of turning on the disorder is mixed. Above
a small critical value of A = 7, the disorder first serves
to pin the phases yielding a nonzero value of N;. As A
further increases, Ng(A) reaches a maximum and then
decreases. In the regime of A >> 7, the value of N,
and the behavior of p are indistinguishable from that of
71 = 0 described here. It is interesting to note that a sim-
ilar nonmonotonic dependence of Ny on A was recently
observed also in a network of globally coupled neurons
modeled by the realistic Hodgkin-Huxley model, with
weak disorder [12]. Finally, our analysis of Eq. (14)
shows that when both 7y and 7, are zero N approaches
1, which is consistent with the recent results of Ref. [13]
for the case of two neurons.
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