
VOLUME 70, NUMBER 6 PH YSICAL REVIEW LETTERS

Surface Barrier Resonances on a Simple Metal
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We demonstrate the existence of a surface resonance below the vacuum level of a simple metal sur-
face. Theoretical modeling of new scanning tunneling spectroscopy (STS) data from Al(111) shows
that the mechanism for formation of this resonance is scattering from the bulk lattice. Correlation
between the STS feature and structure seen in inverse photoemission (IPE) spectra from Al(ill)
suggests that the APE feature is @iso attributed to this surface resonance, rather than a previously
proposed matrix element effect.

PACS numbers: 73.20.At, 73.40.Gk

Image potential states at metal surfaces are formed
when an electron with energy just below the vacuum level

(E „)is trapped in a potential well bounded on the crys-
tal side by a repulsive barrier associated with a bulk band
gap and on the vacuum side by the imagelike part of the
surface barrier. The inverse dependence on distance from
the surface of the image potential leads to a Rydberg-like
series of states that converge to the continuum at E ~, .
These states have been of experimental and theoretical
interest for several years [1—4] due to in part the con-
straints they place on the shape of the surface potential
barrier extending into the vacuum.

The image potential has a significant effect on charge
exchange and neutralization in ion-surface scattering and
desorption [5], vacuum tunneling phenomena [6—9], and
low energy electron diffraction (LEED) [1, 10]. In addi-
tion, the surface barrier region is complex theoretically,
as the local density approximation is no longer valid and
the long-range part of the electron-electron correlations
dominates [11].

In contrast to the experimental work, the theoreti-
cal description of these phenomena usually employs free-
electron-like metal surfaces, such as Al(1 11), which have
no projected band gaps. However, the surface electronic
structure near the vacuum level of such systems remains
controversial. The only published inverse photoemission
(IPE) spectrum from clean Al(111) [12] revealed a spec-
tral feature 0.5 eV below E,. This feature was in-
terpreted as an image potential resonance, but without
a band gap, the origin of the electron reflectivity on the
crystal side of the surface barrier was unclear. Exploring
this issue, Lindgren and Wallden [3] found a well defined
peak in the density of states (DOS) of a jellium surface
bounded by a truncated image potential, but when this

truncation was replaced by a more realistic approxima-
tion of the surface potential, the DOS had no structure
below E,. Subsequently, Papadia, Persson, and Salmi
[4] found that even far away from a band gap, the rnodu-
lation of the crystal potential due to the Al ion cores gives
rise to suKcient refIectivity for such a resonance to ap-
pear in the surface DOS. The DOS interpretation of the
IPE spectral feature was recently challenged by Schaich
and Lee [13] who claimed that this feature may simply
be an artifact of the inverse photoemission technique. In
calculating the response of a jellium surface, they found
that the matrix element governing IPE obtained an os-
cillatory component leading to a series of peaks in the
isochromat photon yield as the final state electron energy
approached E, from below. Such results have poten-
tially serious implications on the interpretation of both
photoemission and inverse photoemission data in general,
and spectral features associated with surface resonances
in particular.

In this Letter, we present new inverse photoemis-
sion and scanning tunneling spectroscopy data from the
Al(111) surface that demonstrate the existence of a res-
onance in the surface DOS below E, where no bulk
band gap exists. The image potential feature observed
in k-resolved inverse photoemission (KRIPE) spectra is
correlated with a peak observed below E ~, in scanning
tunneling spectroscopy (STS) data. Theoretical model-
ing of the electronic structure and the tunneling spec-
tra of a jellium surface where the crystal potential is in-
cluded perturbatively show that this feature derives from
a crystal-induced image resonance in the surface DOS of
the Al crystal. The fact that two such divergent tech-
niques that depend on very different couplings to the
surface electronic structure yield similar results strongly
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supports an interpretation in terms of the surface density
of states in contrast to matrix element effects only.

The IPE and STS data were obtained from the same
Al(111) crystal which was oriented with Laue x-ray back
diffraction to within 0.3' of the (ill) axis. Prior to in-
sertion into the vacuum chamber, the surface was chemi-
cally etched. In the chamber, an atomically clean surface
was prepared by repeated cycles of Ne+ ion bombard-
ment and thermal annealing to 410'C. This resulted in
a surface that Auger electron spectroscopy showed was
free from contamination and exhibited a sharp LEED
pattern. Inverse photoemission data were obtained us-
ing an isochromat spectrometer described in detail else-
where [14]. A highly collimated (6'0 3'), monoenergetic
beam of electrons, swept through the range of 4—16 eV,
impinged on the Al(ill) sample while photons emitted
at an energy of 9.5 eV were detected by a Geiger-Muller
tube filled with iodine vapor and terminated with a SrF2
window. The overall energy resolution was 0.4 eV. The
STS measurements were performed on a UHV scanning
tunneling microscope (STM) with an iridium tip that
is described in an earlier publication [15]. Topographic
images of the surface showed average terrace widths of

100 A and all spectroscopic measurements were taken
near the center of a terrace. We measure the differential
conductance && at constant average tunneling current
[6], to allow a wider range of voltages than would be pos-
sible with a measurement at constant height.

The tunneling data have been interpreted using the
quasi-one-dimensional model calculation first developed
for the interpretation of inverse photoemission data [4]
and now extended to the calculation of conductance
curves versus bias voltage [16]. The tip and sample are
modeled separately by a semi-infinite jellium with an
electron-gas-density parameter, r, = 2.07, appropriate
for Al. Uniform external fields I'" and —F are applied on
the tip and substrate jellium, respectively, accounting for
different bias voltages and tip-surface separations. The
external fields are incorporated self-consistently for each
part as in Ref. [17] and matched together in their asymp-
totic linear region. In order to obtain the long-range,
image potential of the metal surface, we proceed as pro-
posed by Serena, Soler, and Garcia [18] when calculating
the exchange-correlation potential. This scheme uses the
local density approximation (LDA) in the bulk and up
to the image-plane location, and beyond that, a nonlocal
form of the potential. This approach ignores exchange
efFects on the location of the image plane that start to
be important first at larger r, as shown in Ref. [11].

The scattering of the electrons from the Al ion cores
is treated by the Born approximation in the weak crys-
tal pseudopotential in the same manner as described in
Ref. [4]. This approximation is well justified for energies
far from a bulk band gap [16]. In our case for energies
around E, the closest band gap is 6 eV away [19]. In
this model we obtain a crystal reHectivity r~ 0.1 that
is taken into account when we integrate the one-electron
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FIG. l. Inverse photoemission spectra from the Al(111)
surface obtained in the isochromat mode at a photon energy
of 9.5 eV. OA'-normal spectra are shifted vertically for clar-
ity. Inset: DispersIon of the image potential induced feature
with momentum parallel to the surface. The solid curve is a
parabolic fit to the dispersion.

Schrodinger equation in the tip-substrate potential. The
tunnel current is then found from the transmission co-
eFicient of the normalized wave function across the bar-
rier. We have assumed that the tunneling occurs from
the Fermi level only. The resulting conductance curves,
&&, are taken under the condition of constant average
tunnel current, which implies that I" has to be altered
for each bias V.

Typical inverse photoemission spectra obtained from
the Al(111) surface are presented in Fig. 1. The dis-
tinct peak at 3.75 eV above E~ in the normal incidence
spectrum is the image potential related feature addressed
in this paper that previously only was observed at nor-
mal incidence [12]. As can be seen, the image feature
disperses to higher energy, broadens, and diminishes in
intensity with increasing angle of incidence. The inset in
Fig. 1 shows that the parabolic free electron dispersion
that best fits the observed dispersion of the image fea-
ture with parallel momentum ki~ has an efFective mass of

= 1.08 + 0.1. These observations alone cannot dis-
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tinguish between the two interpretations of this feature
since a value of effective mass close to unity is expected
for either a matrix element effect [13] or a true resonance.

An alternative way to probe the density of states at
a metal surface that avoids possible complications of the
inverse photoemission matrix element is tunneling spec-
troscopy. If a resonance is present on the Al(111) surface,
the differential conductance should increase on resonance
and decrease away from resonance, creating an oscillatory
component to the &z curves, thus reflecting the DOS [6,
7, 20]. If, on the other hand, the KRIPES feature is a ma-
trix element effect, then no such oscillation is expected
below E, in the tunneling data.

In order to examine the effect of the crystal potential
on the && curves in detail, we first calculate the induced

phase shift derivative with respect to energy, ~, which
is directly proportional to the induced density of states
n(e) [21]. The results for

&
for a jellium surface with

and without the crystal potential and in the presence of
an external field are shown in Fig. 2(a). We find in both
situations an oscillatory structure in where both the
amplitude and the number of oscillations increases when
the crystal potential is included. The oscillations at ener-
gies above E, are analogous to the Gundlach resonances
[22] and are due to reflection back and forth of the elec-
tron wave between the repulsive field induced linear part
of the potential and the sharp potential transition when
going from the surface to the bulk. The most important
feature is the presence of a peak below the metal vac-
uum level for any finite value of the external field, but
only when the crystal potential is included. This peak is
simply a field-shifted version of the crystal-induced reso-
nance identified in Ref. [4]. Comparing the & curves of
Fig. 2(a) with the && curves in Fig. 2(b), we see a clear
one-to-one correspondence between the respective reso-
nances and peaks. The crystal-induced resonance in the
surface DOS is clearly identified in && since it disappears
when the crystal potential is removed.

In Fig. 3 we present experimental STS data obtained
at different constant average tunneling currents from the
Al(ill) surface. Also plotted is the theoretically pre-
dicted differential tunneling current as a function of bias
voltage for different initial external fields. Oscillations
are clearly seen in both the experimental and theoreti-
cal data, and their behavior is similar in several impor-
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FIG. 2. (a) Calculated energy derivative of the induced
phase shift, proportional to n(e), for an external field value
of 0.20 eV/A. Here, the field strength is constant for all ener-
gies. r& is the crystal reHectivity assumed in the calculation
(see text). In the dashed curve, the contribution from the
crystal reHectivity is ignored. The solid curve includes scat-
tering from the Al lattice that results in a new peak below
the metal vacuum level. A surface resonance occurs belowE, only if the crystal potential is included. (b) Calculated
difFerential conductance (&&) curves with (+) and without
(diamond) inclusion of the crystal potential. The initial field
strength F is also 0.20 eV/A here, but applies only to the first
points. To satisfy the requirement of constant tunnel current
throughout the calculations, the field strength was changed
with increasing bias, V. The dashed lines between the points
are cubic spline interpolations and serve primarily as a guide
to the eye. A spectroscopic feature below E, associated
with a resonance at the surface is predicted when the crystal
potential is included.
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FIG. 3. Experimental (solid curves) and theoretical (sym-
bols) differential conductance curves. Note the similar mo-
tion of the oscillations with tunneling current in both sets of
curves. For each experimental spectrum, the average tunnel-
ing current was held constant at the value indicated. Scatter-
ing from the Al lattice was included in the calculations and
the assumed initial external field is shown. The dashed curves
are cubic spline interpolations between the calculated points.
The experimental data refer to the left axis and the theo-
retical data are scaled to the right axis. All curves, except
the lowest experimental and theoretical spectra, are shifted
vertically by a constant for clarity.
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tant ways. First, the relative peak spacings and inten-
sities seen in the experiment are well reproduced by the
calculation and suggest that the experimental data were
obtained with an initial external field between 0.20 and
0.25 eV/A. Second, the peaks and valleys in both the
calculated and measured spectra progress to higher bias
voltage as the average bias current is increased. This ef-
fect is easily understood since for a given voltage, higher
tunneling current is obtained by decreasing the tunnel-
ing gap resulting in a larger external field that shifts the
resonances to higher energy. The most important com-
parison, however, is for low external field (i.e. , low bias
current) where one of these resonances occurs below the
vacuum level. Comparison of Fig. 3 and Fig. 2 demon-
strates that the occurrence of a tunneling resonance be-
low the vacuum level is correlated with a resonance in
the surface DOS in this energy range.

From the close correspondence between the IPE data,
the STS data, and theoretical modeling we conclude that
there exists a crystal-induced electron resonance belowE, on the Al(111) surface. Structure in the IPE spec-
trum appears to be primarily determined by the surface
DOS, although the precise line shape of the spectral fea-
ture may be infiuenced by matrix element effects [13].
Furthermore, we find that the effect of electron scatter-
ing from the crystal lattice must not be neglected even
in a region far from a band gap when considering the be-
havior of low energy electrons at simple metal surfaces.
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