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We present a measurement of jet shapes in pp collisions at Js =1.8 TeV at the Fermilab Tevatron us-

ing the Collider Detector at Fermilab (CDF). Qualitative agreement is seen with the predictions of re-
cent next-to-leading [O(a, )] calculations and with leading logarithm QCD based Monte Carlo simula-
tions. The dependence of the jet shape on transverse energy is studied.

PACS numbers: 13.87.Ce, 12.38.gk, 13.85.Hd

I n this Letter we report an analysis of jet shapes, mea-
sured using the momentum Aow of charged particles in-

side jets, and the dependence of the jet shape on jet ener-

gy for jets in the 100 GeV energy range. The experimen-
tal data, gathered using the Collider Detector or Fermi-
lab (CDF) in pp collisions at js =1.8 TeV, are com-
pared to the calculation of Ellis, Kunszt, and Soper [1,2]
and to leading logarithm QCD Monte Carlo simulations
[3,4].

Such comparisons between QCD calculations and ob-
servations in jet physics have been plagued by a lack of
knowledge of the fragmentation process. Although a
large amount of experimental data have been accumulat-
ed on jet fragmentation, there are still no reliable tech-
niques to calculate QCD in this soft regime. However,
the main kinematic features of the nonperturbative had-
ronization process can be summarized by its longitudinal
and lateral properties with respect to the jet axis: The
longitudinal momentum (Kt) distribution approximately
scales with jet energy, apart from logarithmic violations
[5-7]; the transverse momentum (K, ) spectrum of the
particles in the jet has a mean K, of —350-500 MeV,
which changes slowly with jet energy [5,8].

Based on the above, the mean angle 6 between a parti-
cle and jet axis, where tanS =K, /Kt, should decrease with

jet energy as K, remains almost constant and KI grows al-
most linearly with jet energy. Thus the size of a cone
which contains a constant fraction of the jet energy is ex-

pected to decrease with jet energy. At high energies,
however, gluon emission effects are more prominent due
to scaling of the matrix elements. Therefore, at
suSciently high energies where fragmentation effects be-
come negligible, the shape of the jet should be calculable
by perturbative QCD alone.

The Fermilab Tevatron has produced the most energet-
ic jets ever seen. Therefore, it is interesting to test wheth-
er the shape of these jets, measured by momentum How

within a cone, can indeed be calculated by an e, finite-
order perturbative QCD calculation [1]. Such a calcula-
tion has been shown to agree very well with the inclusive

d o/dET drl jet cross section [9], where ET =Esin9, E is

the jet energy, tI—= —ln [tan(0/2)], and 0 is the polar an-

gle with respect to the beam. Henceforth, transverse
refers to the beam (i.e. , pp) axis.

The CDF has been described in detail elsewhere [10].
The detector elements most relevant to this study are the
central calorimeter and the central tracking chamber.
The calorimeter covers the pseudorapidity range

~ t) ~

~ 1.1. This calorimeter is segmented into projective
towers of Aq && hp =0.1 x 15'. Charged-particle momenta
are measured with the central tracking chamber, a cylin-
drical drift chamber immersed in a 1.4 T solenoidal mag-
netic field parallel to the beam axis. In the pseudorapidi-
ty range

~ tI~ ( 1.2, the transverse momentum resolution is

6PT/PT —0.002 (Ge V/c ) '. The polar angle is mea-
sured with an accuracy BcotO of ~ 5 & 10 . The detec-
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tor was triggered on the presence of a localized cluster of
energy in the calorimeter, comprised of a seed tower with
at least 3 GeV of deposited ET surrounded by contiguous
trigger towers (rstg&AP =0.2&&15') with 1 GeV or more
of deposited ET in each [11]. In order to span a large
range of cross sections, three separate thresholds of 20,
40, and 60 GeV, were imposed on the transverse energy
of the trigger cluster. The 20 and 40 GeV triggers were
prescaled to accept 1 in 300 and 1 in 30 events, respec-
tively. The data set analyzed here corresponds to an in-
tegrated luminosity of 4.2 pb ' at a center of mass ener-

gy Js =1.8 TeV.
Jets are identified using a cone algorithm based on the

measured event vertex as the origin. Contiguous seed
towers with ET & 1 GeV are selected to form preclusters.
Using the ET weighted centroid of each precluster as a
starting point, jet clusters are formed by including all
towers with ET & 0. 1 GeV inside a cone of radius
Ro=[(hq) +(Ap) ]'~ (p measured in radians). A
tower is included in a cluster if its center is inside the
cone, otherwise it is excluded. A cone of Ro =1.0 is used
in this analysis to minimize the Aow of energy out of the
jet cone. If a cluster shares more than 75% of its energy
with a cluster of higher energy, the two are merged to-
gether. Otherwise, they are defined as separate, and
towers common to both clusters are assigned to the jet
with the nearest centroid. Further details on this algo-
rithm may be obtained from Ref. [11]. The jet energy,
E, is determined using a scalar sum of tower energies in
the cone. ET is measured as Esin0, where 0 is the angle
between a line drawn from the cluster centroid to the
event vertex position and the beam line. The jet axis used
in the jet shape computation is defined by the following:

ZtowersrliET XtowersdiET

~towersET ~towersET

The above algorithm is very similar to the jet definition

employed at the parton level in producing the O(a, ) pre-
dictions for comparison [1,12].

Cuts were applied on the data to ensure uniform accep-
tance. The event vertex was required to be within 60 cm
of the center of the detector along the beam line. A
minimum energy cut, based on the trigger efficiency
determined with jets in the region of ET where the data
from different triggers overlapped, was applied to avoid
trigger biases. A maximum energy cut was also imposed
to produce three nonoverlapping samples for the study of
the jet shape variation with energy. The obtained ranges
were 40-60, 65-90, and 95-120 GeV, having mean ener-
gies of 45, 70, and 100 GeV for the 20, 40, and 60 GeV
triggers, respectively. Background from cosmic ray
showers were rejected using criteria based on timing in-
formation in the hadronic calorimeter and jet ET balanc-
ing, similar to those described in Ref. [13]. No cuts were
applied to the balancing jets. Finally, jets in the sample
were required to have 0. 1 ~ ~rl~ ~ 0.7 to ensure uniform
detector response and good containment in the central
detector. These cuts yielded 14725, 16793, and 60970
events for the 20, 40, and 60 GeV triggers, respectively.

Tracks were used to study the jet shapes because of
their better spatial and momentum resolution for single
particles. The shape distribution is obtained by his-
togramming for each track in a jet its distance r
( = [(hg) + (Ap) ] ' ), weighted by its transverse
momentum (PT), and divided by the total transverse
momentum carried by tracks in the jet (P'T' ). This dis-
tribution is then normalized by dividing it by the total
number of jets in the sample A'jet. Note that only tracks
with momentum above the minimum momentum mea-
sured by the central tracking chamber PT'" (=0.4 GeV)
and within distance r (Ro ( =1.0) of the jet axis contrib-
ute to the distribution. N is the number of these tracks.
Mathematically, the shape is defined by the normalized
average transverse momentum (PT) density p(r):

fo 'g(r')dr' jet jets" T ~ T P"T dr dPT
(2)

The integral shape variable ter(r) =fop(r')dr' is used to
compare data with theory. Note that r is related to the
angle 6' through the relation between g and 0: For small
angles, Atl=AO/sinO and 6=[(AO) +(Ap) ] '

The theoretical predictions for the integral jet shape
are obtained by calculating the phase space for two par-
tons, weighted by their ET and the appropriate matrix
element squared, between the inner cone r and the jet
cone Ro [2]. The result is normalized by the total Born
cross section. Assuming that nonperturbative effects do
not change the jet shape substantially, this quantity is
1
—+(r ), from which the theoretical 4'(r ) is extracted.

This procedure is used in order to avoid collinear singu-
larities at r =0. We note that the e, theory does not pre-
dict substantial differences between quark and gluon jet
shapes.

In Fig. 1(a), the integrated jet shape sI' is shown and
compared with an e, calculation by Ellis for jets of 100
GeV ET, for three diferent renormalization scales p [2],
and with the results of the HERwlG [3] Monte Carlo
simulation, which includes fragmentation effects. Non-
perturbative effects are not added to the QCD curves. It
is remarkable that a pure perturbative QCD calculation
can describe the experimental data so well.

The measurement of the shape +(r) can be distorted
by various experimental effects. The dominant ones are
the spatial resolution of jet axis position and tracking
inefficiency at the jet core. Both effects tend to smear en-
ergy out from the core to the adjacent regions.

The tracking eSciency in jets was estimated by merg-
ing drift chamber hits from simulated tracks into real jet
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FIG. I. (a) The distribution of the Pr fraction in a cone for
100 GeV ET jets and cone size of Ra=1.0. The variable plot-
ted, +(r), is the ratio of Pr within a cone of radius r to the Pr
within a cone of radius R0=1,0. Systematic uncertainties dom-
inate the errors. Also shown are QCD calculations: a, theory
calculations, using HMRS 8 structure functions for AgcD =122
MeV and diff'erent scales p,' the prediction from the HERWIG

Monte Carlo version 5.3. (b) +(r) for 45, 70, and 100 GeV
jets.

data, as in Ref. [6]. Those events were tracked by the
same algorithm used for real data, and the resulting
eSciency was parametrized as a function of the spatial
separation of tracks and the jet FT. The parametrization
was incorporated in the fast detector simulation used for
this analysis. The systematic uncertainty in this pro-
cedure was estimated by comparing the jet shape distri-
bution +(r) obtained by generating jet events with the
HERWIG Monte Carlo program, and propagating them
through two diA'erent detector simulations, one which
uses the eSciency parametrization, and one which gen-
erates drift chamber hits which are subsequently tracked
by the CDF tracking algorithm. The diAerence between
these two distributions was used as the systematic uncer-
tainty. This uncertainty varies between 6% for r & 0. 1 to
less than 1% for r & 0.4.

The uncertainty in the jet axis position introduces a
correlation in r, found to be mainly between adjacent bins
in r, in the measured distribution. For example if the
resolution is hr then a particle produced at distance r
from the real jet axis may be detected at r+hr or in a
diAerent bin. To unfold this eA'ect, we use a correction
matrix, calculated from a Monte Carlo simulation, in the
following way: We determine the matrix A, defined such
that pd, t =Apg, „, where pd« is the jet shape distribution
obtained from Monte Carlo detector simulation and pg, „
is the generated distribution. The elements of matrix A
are found by summing over all contributions in a bin in
the space (rd„,rs,„) and the matrix is then normalized by
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rows to fulfill pd, t=Apg, „. The inverse matrix A ' is

used to correct the data: pcorr pmeas~ where pcorr is
—

1

the corrected distribution and p „, is the measured dis-

tribution. This procedure corrects also for known detec-
tor eAects such as tracking efticiency, mentioned above.
The correction is of the order of 6% for r =0.1 and less

than 3% for the other r bins.
The stability of the correction method was checked by

the following procedure. Two correction matrices were
generated with two different Monte Carlo programs,
HERWIG 5.3 [3] and PYTHIA 5.4 [4]. The correction ma-

trix of the first was applied to the obtained distribution
(after detector simulation) of the second and vice versa.
The result of the matrix corrections was compared with

the generated distributions. The diAerence between the
corrected and generated distributions was added to the
systematic uncertainty on +(r). These differences vary
from 7% for r & 0. 1 to less than 1% for r & 0.3.

The uncertainty from the jet axis definition was es-

timated by comparing the jet shape distributions from
Monte Carlo generated events, using two diAerent jet
axes: the jet axis obtained from the CDF jet algorithm
after the events were propagated through the detector
simulation, and the jet axis obtained from clustering the
generated particles. The uncertainty varies from 6% at
r & 0. 1 to 1% and less for r & 0.2. The systematic uncer-
tainty from fragmentation was estimated by comparing
the results of the PYTHIA Monte Carlo simulation with

those of the HERWIG Monte Carlo simulation. This un-

certainty is less than 1% for all r.
Finally, underlying event contributions to the shape are

small, as their shape is Hat and the energy small com-

pared to the jet energies used. The calorimeter energy
scale is uncertain to 3% and this leads to a systematic un-

certainty in the jet shape measurement which varies from
4% for r & 0. 1 to less than 1% for r & 0.2.

The total systematic uncertainty was estimated by add-

ing all above sources in quadrature. For r & 0.1, the un-

certainty ranges from 12% of 4'(r) for the lowest jet en-

ergy studied, to 10% for the highest. For r & 0.5 the un-

certainty is less than 1% for the three jet energies.
A 100 GeV ET jet has, on average, 50% of its trans-

verse momentum carried by approximately fourteen mea-
sured tracks within a cone of 1.0. As an additional check,
we compared the jet shape distribution obtained from
tracks to the one obtained from calorimeter information.
No significant diAerences were found.

In Fig. 1(b), + is plotted for the three different ener-

gies, 45, 70, and 100 GeV. One can observe that the jets
get narrower as their FT increases. In order to compare
the data to theory and to QCD Monte Carlo simulations,
the energy dependence of the shape is shown in Fig. 2 by
plotting the fractional PT inside of a cone of r =0.4, for
the three difterent energies. Also plotted are the predic-
tions of the HERWIG and PYTHIA Monte Carlo simula-
tions, with their respective default structure functions,
DO [14] and EHLQ [15], and the predictions of the a,
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