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Nanoscale Phase Transitions Induced by Heat Spikes in Collision Cascades
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We present molecular dynamics computer simulations of heat spikes similar to those appearing in high
energy collision cascades. We determine characteristics of the thermal transport and, by changing the
energy density and the initial temperature of the substratum, we study the solid-to-liquid transition of
the core of the spike. The change in volume associated with this transition generates a narrow density
wave that drives the material to strains above the theoretical shear strength of a perfect crystal, becom-
ing in this way a new possible mechanism of collective generation of dislocation loops.

PACS numbers: 61.80.—x, 05.70.Fh, 44. 10.+i

Radiation damage cascades are ultrafast processes that
drive ions and electrons in a solid far from equilibrium.
In a time scale of a few psec the energy of the projectile
is dissipated by nuclear and electronic collision, trans-
formed into heat, and transported away by both ionic and
electronic thermal conductivities. At the end of this pro-
cess the crystalline structure is damaged. For pure met-
als, this damage is composed of both vacancies and self-
interstitial atoms that may be isolated or in clusters that
adopt dift'erent forms: dislocation loops, stacking fault
tetrahedra, or voids [1].

The parameters which are relevant to understand the
microscopic evolution of displacement cascades produced
by high energy particle irradiation, such as the number
and nature of defects produced or the amount of ion mix-
ing, can be correctly studied using molecular dynamics
computer simulations (MD). One of the most important
results of MD is the prediction of cascade core melting
[2]. In the resolidification process that follows, it is be-
lieved that the vacancies produced during the collisional
phase cluster at the center of the heat spike, while the in-

terstitials at the periphery may either cluster or freely mi-
grate. Interstitial clustering is then an activated process,
although MD simulations have shown that there is a ten-
dency to cluster during the lifetime of the cascade. A re-
cent MD simulation has suggested the possible existence
of a collective mechanism, similar to dislocation punching
near overpressurized gas bubbles, that would produce in-
terstitial dislocation loops [3]. From the experimental
point of view, there is some controversy concerning the
possibility that interstitial clusters or dislocation loops are
formed during the lifetime of the cascade in irradiations
performed at temperatures below Stage I, where the in-
terstitials are immobile [4-7].

In this work we perform simulations of the heat spike
phase, after the collisional phase, i.e. , when motion of all
particles is thermal as opposed to ballistic, to study how
the energy is removed and whether the melting picture of
the core really implies a true phase transition. We also
analyze the mechanisms responsible for vacancy cluster-
ing by simulating a heat spike in a crystal containing a
high and uniform vacancy concentration. The simula-
tions are done with a classical N-body potential for Cu

based on the embedded atom model [8]. Equilibrium,
elastic, and defect properties are known to be well de-
scribed, but since our interest is to drive the system far
from equilibrium, we have checked some other thermo-
dynamic quantities. The predicted melting temperature
at zero pressure is around 1400 K, to be compared with
the experimental value of 1356 K; latent heat of melting
is 0.10 eV/atom, while the experimental value is 0. 135
eV/atom; the volume expansion under melting is 4.7%,
while the experimental value is 5%; and finally the linear
thermal expansion coefticient of the solid phase is 16.7
X10 K ', while the experimental value is 17.0x10
K '. The very good agreement of all these quantities
gives confidence in the reliability of the simulations for
Cu. In addition, the role of the electronic thermal trans-
port in this very fast process can be neglected in Cu as a
first approximation, as discussed in Refs. [9,10].

The simulations are fully three-dimensional but we
have chosen one-dimensional symmetry along the z direc-
tion for the thermal gradient in order to avoid the I/r de-
crease of the fields (velocities, displacements). In this
way much more numerical precision is obtained since
waves preserve their amplitude. Also much larger sam-
ples (in the direction of propagation) can be simulated,
decreasing the influence of boundary reflection. The
simulations are done at constant volume, since the infor-
mation of the expansion of the core region propagates out
at the speed of sound, as discussed below. Damping in

the ~z faces is applied to decrease as much as possible
the intensity of reflected waves. The size of the simula-
tion cell has been chosen to allow measurements of all
quantities of interest before the reflected waves reach the
spike.

We report results of simulations done on Cu samples
containing 16000 atoms located on a bar of square sec-
tion with dimensions 10apx 10ap&40ap, where ap is the
lattice constant. For vacancy diAusion, samples contain-
ing 60000 atoms, 10ap x 10ap x 150ap, have been used.
One-dimensional thermal spikes have been introduced at
time zero with temperature gradients following a Gauss-
ian profile along the z direction whose width equals 3ap in

all cases. Initial three-dimensional velocity vectors are
obtained by properly scaling random numbers from a
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Boltzmann distribution. Three types of spikes have been
simulated; the first, with a peak energy of 1 eV/atom and
initial sample temperature of 10 K, drives the system to
temperatures always below the melting point (we call it
solid spike). The second, with a peak energy of 2
eV/atom and initial temperature of 10 K, drives the sam-
ple well above the melting point only in the core region
(solid-liquid spike). The last type of spike has a peak en-
ergy of 1 eV/atom and an initial temperature of 1500 K,
with the whole sample in the liquid state (liquid spike).

Figure 1 shows the temperature profiles 1 psec after
the creation of the spike (solid lines). In order to deter-
mine the heat conductivities in both the solid and liquid
spikes, a nonlinear least squares fitting procedure with
one free parameter in each case was used: Snapshots of
temperature distributions T(z~, t;) at times t;, obtained by
averaging the kinetic energy of all atoms in each (001)
plane located at zz, are used as a data base. A thermal
conductivity proportional to T ' for the solid phase
[11] and to T for the liquid phase [12] is obtained by
minimizing the error between the analytic solution of the
heat equation and this data base. These expressions cor-
respond to lattice thermal transport in insulators. Other
usual expressions for the solid ionic thermal conductivity
at high temperature were used [11], but the T ' law
better fits our data. Dashed lines in Fig. 1 represent the
best analytic solutions for the solid (curve a) and the
liquid (curve c) spikes. For the solid-liquid spike (curve
b) the heat equation was solved using the previously
found solid heat conductivity for the regions where
T (1300 K, the liquid conductivity for regions where
T & 1500 K, and a thermal resistance to model the region
between 1300 and 1500 K, where the solid-liquid inter-
face is located, according to Ref. [13]: dT/dt =aAT,

3000—

2500—

with a an adjustable parameter. The best fit shown in

Fig. 1, which is poorer compared with eases a and c,
clearly demonstrates that the role of the interface in the
heat transport is not negligible. A proper treatment of
the numerical solution of the heat transport in the pres-
ence of a moving interface with latent heat of melting,
the Stefan problem [14], is out of the scope of the present
work.

Figure 2 shows the temperature dependent values for
the thermal conductivity: K„l;d (pp~ ) djrggtipg 0.012T
and K)jqUjd =0.046 T both in W/cm K. If we compare
these values with conductivities of standard dielectric
insulators at room temperature (Tourmaline =0.046;
NaC1=0. 092; rock salt =0.063; copper sulphate =0.021;
all in W/cm K) we see that the insulating copper under
such large space and time temperature gradients
(10' -10' K/sec and 10' K/cm) behaves nevertheless
as a normal heat conductor (unfortunately we are not
aware of determinations of conventional steady state heat
conductivity for this Cu potential). This result is not evi-

dent a priori because so small a system with so large a
temperature gradient is far from the standard assump-
tions of thermodynamics. For comparison, it should be
noted that the thermal conductivity of metallic copper at
room temperature is 4.01 W/cm K, i.e. , 2 orders of mag-
nitude larger.

Quantitative knowledge of thermal conductivity is

relevant for analytic calculations on heat spikes. Several
papers in the literature use either constant values from
experimental results for insulators, or different analytic
forms for the temperature-dependent conductivity
[15,16]. Precise knowledge of K(T) would allow better
analytic predictions, like for instance those made in the
liquid drop model [17].

Figure 3 shows the atomic density at 1 psec as a func-
tion of distance from the center of the heat spikes. Fig-
ure 3(a) shows the curve for the solid spike. Thermal ex-
pansion is not apparent in the density scale reported. In
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FIG. I. Temperature profiles at I psec after the heat spike
for the three simulations: The lowest curve corresponds to the
solid heat spike, i.e. , temperatures in the whole sample are
below the melting point. The upper curve corresponds to the
liquid spike: The whole sample is in the liquid phase. The in-

termediate curve corresponds to the solid-liquid case: The core
of the spike undergoes a melting transition.
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FIG. 2. Lattice thermal conductivity for the solid and liquid
phases of Cu, as determined by the fitting procedure.

2099



VOL UMF 70, NUMBER 14 PH YSICAL REVIEW LETTERS 5 ApRIL 1993

0.11

0.09-

0.07

0. l1

0.09
CL

0.07-

0.13

0.11

0.09

0.07 .

10 30
Distance I A]

50 70

FIG. 3. Density profiles at 1 psec. (a) Solid spike; the ener-

gy density is 1 eV/atom and initial temperature 10 K. (b)
Solid-liquid spike; energy density 2 eV/atom and initial temper-
ature 10 K. (c) Liquid spike; energy density is 1 eV/atom and
initial temperature 1500 K. These density profiles correspond
to the temperature profiles reported in I.ig. 1.

the liquid spike reported in Fig. 3(c), in contrast, the den-

sity reAects the presence of both a temperature gradient
as well as a wide wave component originated in the sud-

den expansion. This density wave carries the displace-
ment associated with the extra volume produced by the
thermal expansion in the core of the heat spike. The
thermal expansion is much larger than in the solid phase.

For the solid-liquid spike, Fig. 3(b) shows a well

defined density peak that propagates away at the speed of
sound (approximately 40 A/psec), together with a mass
depletion at the heat spike core. This wave, which only
contains the compression peak, induces a net displace-
ment of the sample behind them, like a dislocation in a
one-dimensional Frenkel-Kontorova model [18]. The
magnitude of this displacement is related to the volnme
expansion produced in the melting transition, as well as
the liquid thermal expansion contribution. Quantitative
evaluation of the deformation carried away by the density
wave shows that the net displacement is approximately 2
A. A volume expansion of 5% under melting of a region
extending to 20 A from the center of the spike gives a
contribution of half of this amount. The remaining dis-
placement is due to liquid thermal expansion. However,
these two components have a diAerent time scale, namely,
the expansion under melt happens on a much shorter time
scale, producing a narrow wave front with significantly
higher strain, as can be concluded by comparing the
liquid [curve 3(c)] and the solid-liquid [curve 3(b)]
spikes: In fact, the maximum strain in this wave is 10%

of the interplanar spacing which in terms of stress repre-
sents 0. 1 of the bulk modulus B.

We believe that the qualitative diAerence between the
density curves for liquid and solid-liquid spikes, namely,
the creation of a quite narrow density peak, is a signature
of the melting transition, providing a strong additional ar-
gument to the picture of cascade core melting. Previous
justifications were based on the pair correlation function,
the atomic mobility, and the density of those atoms in the
core region, in agreement with the values corresponding
to the liquid phase [2].

An important consequence of the existence of this den-
sity wave concerns the mechanism of defect production.
Recent MD simulations have shown that point defects
produced by cascades are the result of either the ejection
of interstitial atoms from the core of the cascades via re-
placement collision sequences (RCS) [2], or a new

cooperative mechanism not related to RCS but analogous
to dislocation loop punching, originally proposed to ex-
plain overpressurized gas bubble growth [19]. At present
some controversy arises due to the high pressures that are
necessary to activate this mechanism that are not believed
to exist in collision cascades. Calculations on the core
overpressure produced by heat, and the shock wave that
ensues, neglecting the melting transition, have been re-
ported some time ago [20]. By inspection of Fig. 3, we

conclude that in a real situation an additional mechanism
related to volume expansion under melting may be re-
sponsible for a significant increase in pressure. In fact
the stress we obtained in our simulations, 0.18, corre-
sponds to a pressure of 0.22p, where p is the shear
modulus (c44). This stress is comparable to the theoreti-
cal limit to induce permanent plastic deformation, i.e.,
0.2p [1]. We conclude then that radiation damage cas-
cades in real materials, which involve energy densities
comparable to those used in this work, may induce such
high stresses provided its size is large enough so that 5%
of its expansion generates the required strain, and its
geometry helps the creation of a narrow wave front with
shear components. These conditions are not necessarily
fulfilled in all materials because they depend on the melt-
ing temperature, energy density deposited in the collision-
al phase, and subcascade formation energy. It is impor-
tant to point out that the symmetry of our simulation
prevents the creation of a dislocation loop because the
generated wave only has uniaxial compression, but in a
general case, without symmetry constraints, both uniaxial
and shear components are present. Also important to
note is the fact that using conventional continuum calcu-
lations this prediction could not have been made because
the detailed description of the strain field as a function of
r and t during the phase transition is unknown. Only a
full MD simulation provides this type of microscopic in-
formation.

Figure 4 shows the final vacancy configuration, 6 psec
after the heat spike, in a large sample prepared with an
initial 4% uniform vacancy concentration at a tempera-
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the temperature gradient together with the solid-liquid
interface motion appear to be extremely eScient to pro-
vide a driving force for vacancy migration. Whether the
moving solidification interface or the temperature gra-
dient inside the melt gives the major contribution to this
driving force is not clearly answered by our simulations.
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FIG. 4. Vacancy concentration at the end of the heat spike
(t =6 psec). Initial concentration is 4%. At the origin the con-
centration is 100%, i.e., an atomic plane has disappeared.

ture of 10 K, and heated up with a spike of 2 eV/atom,
i.e., the same conditions as our previous solid-liquid spike.
For the energy density used in this simulation, the tem-
perature profile is such that the melting temperature is lo-
cated at 20 A for t =0, while at t =0.5 psec it is located
at 18 A, and at t =2 psec it is located at 12 A. In terms
of numbers of (001) lattice planes, these correspond to
11, 10, and 7 planes, respectively. This figure shows a
complete vacancy depletion of the first six layers and a
smooth concentration gradient that extends as far as
eighteen planes, well inside the solid phase. This indi-
cates that the driving force for vacancy migration cannot
be associated solely with the interface motion or with the
thermal gradient, but with both of them. Dift'usion in the
solid phase at this vacancy concentration is strongly
enhanced by vacancy-vacancy interaction, as shown in

Ref. [21]. Within the spike lifetime, the vacancy dif-
fusion is extremely efficient, in such a way that in our
simulation a full plane of vacancies was created at the
center, giving a 100% vacancy concentration, or, in other
words, the disappearance of an atomic plane.

In summary we have provided a quantitative evaluation
of thermal conductivity and qualitatively estimated the
role of the solid-liquid interface in thermal transport in-
side a cascade. We have observed a clear signature of a
nanoscale phase transition as the creation of a density
wave that carries away a plastic deformation equal to the
extra volume produced by melting, and we have observed
that this narrow density wave, added to the well known
shock wave produced by the thermal expansion, drives the
system to dynamical stresses above the theoretical limit
for permanent plastic deformations, becoming in this way
a possible collective mechanism for the formation of
dislocation loops by radiation damage cascades. Finally,
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