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Ionization of Rydberg Atoms by Subpicosecond Half-Cycle Electromagnetic Pulses
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We have ionized Rydberg atoms using subpicosecond half-cycle electromagnetic pulses. The thresh-
old electric field required to ionize a Rydberg state with effective quantum number n is found to scale
as n* for states with n* ) 13 in contradistinction to the n* " threshold scaling for static field ioniza-
tion and high order multiphoton ionization. This novel result is explained using a classical model.

PACS numbers: 32.80.Rm

The ionization of atoms by pulsed electromagnetic ra-
diation has been studied using pulsed lasers [1], mi-
crowaves [2,3], and ramped dc electric fields [4]. Howev-

er, until very recently, the temporal width of available
pulses was quite large compared to the internal time
scales of the atoms under study. In the last decade, how-
ever, ultrashort ((100 fs) laser pulses have been pro-
duced, which have durations of only tens of optical cycles
[5,6]. Ionization in these laser fields can diA'er drastically
from ionization with longer pulses because the large laser
bandwidth may coherently excite several atomic states
[7].

We have extended the study of ionization by coherent
broadband laser pulses to its logical limit by employing
ultrashort, half-cycle electromagnetic pulses. Half "op-
tical-cycle" pulses with widths r & 200 fs have been
created in photoconducting semiconductor switches il-
luminated by 100 fs laser pulses [8]. These freely propa-
gating electromagnetic pulses have central frequencies
around 1 THz (33 cm '). We have succeeded in in-

creasing the available pulse energy by more than an order
of magnitude, and have demonstrated that peak fields in

excess of 100 kV/cm can be produced in a nearly unipolar
500 fs electric field pulse [9]. While these fields are still
insufficient to ionize the ground state of atoms, they are
quite capable of ionizing high-lying Rydberg states.

We have studied the ionization of Na Rydberg atoms
using freely propagating, 500 fs single-polarity pulses.
Complete ionization of Rydberg states with principle
quantum number n ) 13 is observed. We show that Ryd-
berg states subjected to these short pulses begin to ionize
when the peak electric field is proportional to their bind-
ing energies. In contrast, ionization of atoms by relative-
ly long (ps) microwave pulses and ramped dc electric
fields requires peak fields which scale as n and n

respectively [3,4]. The novel threshold field scaling can
be explained by classical mechanics.

In the experiment, two tunable dye lasers excite ground
state Na atoms to a Rydberg state. The half-cycle pulse
(HCP) is then weakly focused on the Rydberg atoms.
Any ions formed by the HCP are collected using a micro-
channel plate (MCP) detector. We record the number of
ions (or electrons) which are produced as a function of
the peak electric field in the HCP.
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FIG. l. Electric field autocorrelation as a function of delay

in one leg of the Michelson interferometer. Inset (a): Frequen-
cy spectrum of the HCP. Inset (b): Inferred temporal pulse
shape of the HCP.

The source of the HCP [10] is a thin (0.5 mm) GaAs
semiconductor wafer with a surface area of —3 cm . An
electric field (F (10 kV/cm) is applied parallel to the
surface of the GaAs. The electric field is then shorted
across the semiconductor surface by illuminating one side
of the wafer with 100 fs, 770 nm laser pulse, which drives
the GaAs into conduction. A substantial fraction of the
radiated energy from the rapidly accelerating electrons in
the photoconductor is transmitted through the wafer in

the form of a spatially coherent electromagnetic pulse.
At least 80% of the energy in the coherent radiation re-
sides in a r Hcp 500 fs, single-polarity pulse. This HCP
is polarized in the direction of the bias field in the wafer
and has a bandwidth of —1 THz. The peak electric field
in the HCP is proportional to the bias field. An electric
field autocorrelator [8] allows us to determine the band-
width of the HCP, and cross correlation techniques are
used to infer temporal pulse shapes [9]. A typical inter-
ferogram, frequency spectrum, and fitted electric field
shape are shown in Fig. I [9].

The ultrashort laser system used to generate the HCPs
is quite involved, and has been described elsewhere [6].
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FIG. 2. Schematic diagram of the interaction region shown
from above. The HCP is produced by applying a 100 fs laser
pulse to the GaAs wafer which shorts the high voltage (HV)
across the photoconducting surface. The transmitted radiation
is weakly focused with a parabolic mirror. The two pulsed dye
lasers and the HCP interact with the Na beam between two
parallel conducting plates.

Briefly, the 100 fs, 770 nm laser pulses originate in a
self-mode-locked Ti:A1203 oscillator and are amplified in
a chirped pulse amplifier (CPA). Pulse energies of 10 mJ
are available; however, we find that GaAs generates
HCPs with maximum field amplitudes for a laser fluence
on the wafer surface of only 40 pJ/cm [9].

Na atoms are produced in ns or nd Rydberg states via
two photon excitation through the 3pig2 resonance line.
The frequency of the second photon is tuned to excite a
single Rydberg state between n =12 and 50. Both pho-
tons are linearly polarized in the same direction, and we
excite states with ~m/~

=
2 only, where m/ is the quan-

tum number associated with the projection of the total
angular momentum along the laser polarization axis. The
thermal Na beam originates in a resistively heated oven
in a vacuum chamber with a base pressure of 5x 10
Torr. The HCP is generated in the vacuum chamber and
the orientation of the various beams and components is
shown in Fig. 2. The HCP enters the interaction region
-50 ns after the Rydberg states have been excited. The
pulse, which is linearly polarized in the same direction as
the dye lasers, is weakly focused by a gold parabolic mir-
ror to a 6 mm waist at the laser-atom interaction region
between two parallel capacitor plates. 100 ns after the
HCP, a small (—50 V/cm) electric field is applied be-
tween the capacitor plates forcing any ions formed by the
HCP through a 2 mm diam hole in the upper plate to-
wards the MCP. The small extraction hole allows us to
ignore any spatial variation in the HCP. The change in

the ion current is recorded as a function of peak field in

the HCP as the bias field on the GaAs wafer is varied.
Several typical electric field scans are shown in Fig. 3.

Here, the dye lasers are tuned to excite the 35d, 20d, or
15d state. Note that the ionization thresholds are quite
broad. This effect is not due to experimental artifacts,
but instead is inherent in the ionization process as dis-
cussed below.

4040

N

g O.B
0

0.0
1 10 102

Calculated E Field (kV/crn)
FIG. 3. Measured (solid curves) and calculated (dashed

curves) ionization probabilities for the 30d, 20d, and 15d states
as a function of the peak electric field in the HCP. The electric
field scales for the numerical and experimental data differ by a
factor of 2.5. Note the broad ionization thresholds which are
intrinsic to the ionization process.

Three independent sets of threshold measurements
were made using two different GaAs photoconductors in

identical configurations. The energy and waist of the
HCP at the laser-atom interaction region were measured
outside of the vacuum chamber. The calibration of the
peak electric field in the pulse assumed a Gaussian tem-
poral profile with the width of the large half cycle shown
in Fig. 1(b). The calibration gives a peak electric field in

the interaction region which is 25% higher than the bias
field applied across the GaAs surface with an estimated
90% of the radiated energy contributing to the HCP (see
inset, Fig. 1).

Figure 4 shows the measured electric fields needed to
ionize 10% and 50% of the Rydberg state population.
The data are the average of the three runs. The field
needed to ionize 10% of the s or d states follows a clear
n* scaling, where the effective quantum number n* is
defined in terms of the Rydberg state energy E = —

2
n*

a.u. The field needed to ionize 50% of the atoms scales as
+ -3/2

n

The problem of ionization of Rydberg states by a 500
fs, single-polarity pulse is quite different from ionization
by a similarly shaped 500 ns pulse. The long pulse ampli-
tude varies slowly compared to the atomic time scale (i.e.,
the Kepler period of a classical electron, r ~ =2nn*
a.u. ). The energy levels of the atom during the pulse are
approximately equal to the static field Stark states. With
increasing electric field, population in a given Rydberg
state moves out along one (adiabatic) or several (diabat-
ic) discrete energy levels until the classical field ioniza-
tion limit is reached. This field is proportional to n
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old field required to ionize an electron in a one-
dimensional orbit sets a lower limit on the field required
to ionize an electron in three dimensions.

At small distances from the nucleus, the velocity of
a Rydberg electron is a maximum and is virtually inde-

pendent of its total energy (v =J2/x [I —O(x/n* )]).
Therefore, the velocity is also independent of energy
shifts comparable to the binding energy due to the HCP
and Eq. (1) simplifies to

1/2n* =
~

F(t)J2/x(t) dt . (2)

50

FIG, 4. Experimental ionization thresholds as a function of
peak field in the HCP. (o: d states, 10% ionization; +: s
states, 10% ionization; &: d states, 50% ionization; x: s states,
50% ionization). The data clearly show the broadening of the
thresholds at higher values of n *. The solid lines drawn

through the data have slopes of —2 and —
2 for 10% and 50%

ionization, respectively. The dashed line shows the "long pulse"
diabatic field ionization limit + n

Very little energy is exchanged between the slowly chang-
ing field and the Rydberg electron (the small amount is

due to the dc Stark shift) and ionization occurs because
of the lowering of the Coulomb potential barrier at large
radius on one side of the atom.

In contrast, the 5OO fs HCPs have a pulse duration

XHgp & 7It, for all Rydberg states with n* & 14. There-
fore, the quasistatic ionization model fails and the ioniza-
tion process must proceed through a significant exchange
of energy between the Rydberg electron and the rapidly
changing electric field. The lowering of the Coulomb
barrier occurs brieAy, but negative energy electrons
remain bound to the nucleus when the electric field am-

plitude returns to zero. In classical terms, ionization
occurs when the HCP gives the electron an energy "kick"
which is greater than its binding energy in the absence of
the pulsed field.

A simple classical model explains the observed energy
scaling of the ionization threshold. The energy gained by
a bound electron which is exposed to a time-varying elec-
tric field pulse is

hF= — Ft vt dt, (1)

where F(t) is the electric field in the pulse, and v(t) is

the velocity of the electron (atomic units are used unless
otherwise noted). The minimum field at which ionization
occurs is obtained by setting the energy gain equal to the
binding energy of the atom and maximizing the integral
in Eq. (1). Obviously, the integral is maximized if the
velocity of the electron is antiparallel to the direction of
the electric field throughout the HCP. Hence, the thresh-

Clearly, the smallest value of the peak field Fo which
satisfies Eq. (2) is obtained if the electron is located at
the nucleus at the beginning or end of the HCP. Using
this condition and modeling the HCP as an inverted para-
bola, Eq. (2) gives

Fo= 2/Sn* rgcp. (3)

For a 500 fs HCP, Fo=2.7X 10 n* V/cm, which is in

good agreement with the experimental 10% ionization re-
sult of FO=2.0&&10 n* V/cm.

A more sophisticated analysis can be performed by nu-
merical integration of the classical equations of motion
for an electron in a Rydberg orbit which is subjected to a
HCP. The formulation proceeds as follows. An electron
is placed at some position in a Rydberg orbit of given en-

ergy and angular momentum. The position and velocity
of the electron are tracked as the HCP turns on and then
off. After the external electric field has been removed,
the energy and angular momentum of the electron are
recorded. The procedure is then repeated for a diff'erent

initial position in the orbit. The theoretical data are nor-
malized according to the classical probability for finding
the electron at the position which is the starting point of
the integration. This normalization accurately repro-
duces the quantum mechanical expectation values of (r ),
(r), (r '), and (r ). In this way we can evaluate the
probability for ionizing a quantum electron using the
classical equations of motion.

The results of the calculation exhibit the same
n* ~ threshold field scaling that was obtained from
the one-dimensional model. The good agreement between
the measured and calculated ionization probabilities is
evident in Fig. 3. Note that the experimental and
theoretical electric field scales in Fig. 3 diA'er by a factor
of 2.5, so that the agreement is only qualitative. The
classical result predicts that the n* scaling is valid
even for states where rHcp= ~z, a property which is
clearly exhibited in the data.

Only those electrons which are near the nucleus during
the HCP can ionize at the classical threshold. Hence, the
n* scaling is only observed for small ionization frac-
tions due to the small probability for finding the electron
near the ion core during the peak of the electric field
pulse. However, unlike a short laser pulse, the HCP
changes the energy of a free electron. Therefore, the
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atomic electron can increase (or decrease) its energy at
any distance from the nucleus. The extra energy needed
to ionize the electron can be acquired over the entire clas-
sically allowed region and not just at small radii. In gen-
eral, a higher peak field is needed to ionize electron prob-
ability which is at a large distance from the nucleus.
Hence, there is an inherent width to the ionization proba-
bility due to the diA'erent energy boost that the electron
receives depending on its location during the peak of the
HCP. This broadening increases with n* since the prob-
ability of finding the electron near the core decreases as
n* . Experimental verification of this efIect is shown in

Fig. 4 where the diAerence in the scaling of the 50% ion-
ization data compared to the 10% ionization data is quite
clear.

The numerical integration of the classical equations of
motion also predicts a width to the ionization threshold.
We can define a scaled width parameter

=2 F50% F~o%

F50%

where F5oq, and F~oq, are the fields at which 50% and 10%
ionization occur, respectively. The experimentally deter-
mined Q parameters range from approximately 0.8 to 0.4
and are typically within 15% of the classical predictions.
Figure 3 clearly shows that for the lowest values of n, the
agreement is somewhat less impressive and the maximum
deviation is 40%.

The results of the classical simulation reduce to those
of diabatic field ionization for zggp& z~ and show a
threshold field scaling of = 9

n* . Unfortunately, the
maximum field amplitude which can be produced using
the present apparatus is too low to observe total ioniza-
tion of states with n* ( 14 (ziicp —tk for n* =15).
Therefore, the prediction of the classical model cannot be
stringently tested. However, the data are consistent with
a 9

n* scaling for the lower n values where zpgp zg.
Although the classical description of the ionization pro-

cess seems to be in good agreement with our observations,
a quantum description is still desirable. Unfortunately,
an integration of the full time-dependent Hamiltonian is
difticult because the number of states resonantly coupled
to the initial state by the HCP is divergent. Single pho-
ton transitions are allowed between almost any pair of
states with opposite parity. A Floquet description of the
atom dressed by the time-varying HCP is completely in-
valid since the bandwidth of the pulse is greater than its
central frequency. Of course, the features that make the
quantum analysis so difficult (i.e. , broad bandwidth and
large density of essential states) may be responsible for
the good agreement with the classical theory.

In conclusion, we have observed a new n* threshold

field scaling in the ionization of Rydberg atoms by half-
cycle, subpicosecond radiation. The scaling which applies
to states whose classical periods are greater than the
pulse duration can be explained in terms of a classical
picture. The classical model is also in good agreement
with the observed width of the ionization thresholds.
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