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Absorption Measurements Demonstrating the Importance of /ttn =0 Transitions
in the Opacity of Iron
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Novel opacity calculations, which treat in detail the spectra of medium-Z ions [Rogers and Iglesias,
Astrophys. J. Suppl. Ser. 79, 507 (1992)], produce results that are substantially different from opacity
calculations extant in the literature. These nev opacities provide solutions to a number of outstanding
problems in astrophysics, thus providing an indirect validation of the theory, We report the results of an

experiment measuring the photoabsorption in the spectral region from 50 to 120 eV of x-ray-heated iron

which corroborate these new opacity calculations.

PACS numbers: 52.25.Nr, 44.40.+a, .)2.50.jm, 97. )O. k'x

The study of spectra from ions with vacancies in the M
shell and particularly the study of hn =0 transitions

present a challenge due to the myriad transitions in the

spectrum [1,2]. It has recently been shown that these

transitions must be included in opacity calculations to ob-

tain consistent stellar model predictions [3]. In general,
the accuracy of opacity data is of central importance
when radiation transfer is involved in determining the

state of laboratory and astrophysical plasmas. Although

opacity models have been of concern for a number of

years [4], it was considered doubtful that possible errors

in the atomic physics could affect the photon absorption

cross sections to a degree large enough to make a sub-

stantial difference in the Rosseland mean opacity. In

fact, the conventional wisdom was that the available opa-

city models, which were largely due to the long-term

efforts of researchers at Los Alamos [5], were accurate to

better than 25% over a wide range of temperature and

density but never worse than 50% [6]. These calculations
were performed within the constraints of the computa-

tional limits existing in the 1970s which required the use

of hydrogenic formulas and scaling of photoionization

cross sections. The increase in experimental accuracy led

over the years to a number of astrophysical discrepancies
between models using these opacities and observations.

Ho~ever, the changes in the opacity necessary to resolve

some of these discrepancies are greater than factors of 3

and well beyond the stated accuracy [3,4,7]. In addition,

there are numerous uncertainties in laborator~ plasmas
involving elements with low or moderate atomic number

[8].
Recently a new opacity model, OPAL [9], has been

developed which includes several improvements over the
Los Alamos models. First, the atomic level structure is

treated in detail in either LS or full intermediate cou-

pling [10]. Second, and somewhat more subtle but of
central importance to the generation of opacity, the equa-

tion of state —or equivalently the ensemble of level pop-

ulations —is calculated self-consistently taking into ac-
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FIG. 1. Transmission calculations for an iron plasma with

electron temperature of 25 eV and density of 8.0X10 ' g/cm'

(areal density of 2.0X 10 ' g/cm ). (a) The hybrid scheme

with hydrogenic f, (b) with nonhydrogenic f, and (c) full inter-

mediate coupling. The total oscillator strengths for calculations
(b) and (c) are equal.

count the plasma environment.
In previous opacity calculations a hybrid scheme was

used for the atomic physics where the energy levels are in

nl (e.g. , 3s, 3p, . . . ) and the oscillator strengths, f, are
approximated as hydrogenic. The transmission through
an iron plasma at a temperature of 25 eV and a density of
0.008 g/cm (areal density ol' 2.0&& 10 g/cm ) is

presented in Fig. 1(a) for the hybrid scheme. The change
in the opacity due to replacing hydrogenic with nonhy-
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drogenic f values is shown in Fig. 1(b). The most sig-
nificant changes are the n =3 to 3 transitions at -55 eV,
which are absent from the opacity in Fig. 1(a). Note
that this level of improvement makes no substantial
diAerence in the Rosseland mean opacity, xR, which is a
measure of photon absorption eAects on the radiation
flow [11]. This type of analysis could lead one to assume
that the hn =0 transitions and, therefore, configuration
term structure are not necessary for the calculation of xR.

ln Fig. 1(c) calculations with term splitting using in-

termediate coupling are shown. It can be seen that the
effect of the term splitting is to produce a broad An=0
feature. For these plasma conditions the average number
of bound electrons is —18.5. This leads to complex spec-
tra and an increase in the number of spectral lines of
more than 2 orders of magnitude over the calculations in

Fig. 1(a) or 1(b). Since xg preferentially weights the
low photon absorption regions the broadening of the
An =0 feature gives rise to a dramatic increase in x'R.

For the plasma conditions shown in Fig. 1, the xR for Fe
using intermediate coupling is an order of magnitude
larger than the other calculations.

This enhancement in the opacity has made significant
impact on several astrophysical problems (e.g. , pulsation
properties of Cepheids [3], convective core overshooting
[12], and solar models [13]). However, there is no direct
confirmation of the theoretical model used to generate the
opacity. The experiences of the past and the successes of
the Rogers and lglesias opacity calculations [9] indicate
that it is essential to validate the new opacity theory by
experiment. Consequently, we have focused on that
feature which is the single most important modification of
the iron opacity, that is, the n =3 to 3 transitions.

The methodology of the experiments uses a variation of
the techniques developed to perform opacity measure-
ments at the Nova laser [14]. A schematic drawing of
the experiment is shown in Fig. 2. One laser beam with a
wavelength of 0.53 pm is used to heat a 2500-A Au foil

by direct irradiation with a square 1-ns pulse of 3.3 kJ.
A random phase plate and steering wedges were used to
produce a nearly flat-topped and smooth intensity distri-
bution over a 700-pm-diam focal spot. The x-ray flux
which emerges from the back of the Au foil impinges on
a sample consisting of 1000 A CH on either side of a
200-A layer of Fe. The angle, time, and frequency
dependence of the x-ray flux from the back side of the Au
foil has been previously measured and is thus known [15].
A radiation hydrodynamics simulation is used to calcu-
late the temperature and density history of the sample in

response to the measured x-ray flux and the results are
plotted in Fig. 3. The curves represent the middle of the
iron sample, and due to the CH tamping, the gradient in
the sample is less than 5% in temperature and 10% in

density. Thus x rays flood the sample and heat it to —35
eV at densities ~ 0.001 g/cm . These conditions are cor-
roborated by previous measurements [15] of the ioniza-
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FIG. 2. A schematic drawing of the experimental setup. A
laser beam irradiates a thin gold foil and produces x rays which
heat the sample to be studied. Another laser beam irradiates a
second gold foil over a variable 2-ns interval producing x rays
which propagate through the sample and are recorded by a
time-resolved grating spectrometer.
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FIG. 3. Simulation of the sample under the influence of the
measured x-ray flux from the heater. The temperature and the
density are shown for the middle of the Fe sample vs time. The
shaded region indicates the duration of the primary optical laser
pulse.
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tion balance in the plasma as determined by absorption
spectroscopy in the range between 100 and 200 eV.
These plasma conditions are in the regime where the
n =3 to 3 features of iron are predicted to be of major im-

portance.
A second laser beam with a 2-ns square pulse of 0.53

pm light, which can be arbitrarily delayed in time, irradi-
ates another 2500-A Au foil. The beam is focused to a

439



VOLUME 69, NUMBER 3 PH YSICAL REVI EW LETTERS 20 3vl v 1992

300-pm-diam focal spot on the second Au foil which is

aligned on the axis formed by the spectrometer and the

sample. This x-ray source, which is 10 times further

away from the sample than the heater, is the absorption
probe (or backlighter) whose transmission through the

sample is time resolved with the spectrometer. The fol-

lowing measurements have been performed to ensure the

integrity of the sample [15]. (1) Stray laser light imping-

ing on the Fe sample was measured to be less than 10
/cm and consequently has negligible eff'ect on the

sample. (2) The sample is uniformly heated by the x

rays. (3) The expansion of a sample under x-ray heating
was independently measured and found to be in agree-
ment with hydrodynamic simulations. Note that the x

rays heat the sample uniformly and therefore the radia-
tion hydrodynamics are simpler than in cases where a

laser impinges directly on a target.
The primary diagnostic instrument is a time-resolved

x-ray UV spectrometer utilizing a Harada 1200-lines/mm
varied line space grating manufactured by Hitachi [16]
with an x-ray streak camera as the detector. An

iridium-coated relay mirror positioned between the grat-
ing and streak camera discriminates against short-

wavelength x rays which could appear in higher orders.
The Harada grating has high efficiency at high order [17]
and significant effort was put into rejecting these contri-
butions in order to obtain a pure absorption spectrum.
The combination of the Ir mirror at 11' to 16' grazing
angle of incidence, and a 1300-A Al filter resulted in the

elimination of higher-order signals. For example, at 78
eV the rejection is 140:1 for second order (156-eV x rays)
and 500:1 for third order (234-eV x rays), while at 72 eV

the rejection is 1000:1 for second order and 4500:1 for

third order.
Continuous time resolution is provided by using an x-

ray streak camera with a CsI photocathode and measured

time resolution of 30 ps. The streak camera has a fiber

optic timing fiducial that allows the recorded spectra to

be referenced to the laser beams and other diagnostics to
—30 ps precision [18]. This timing marker allowed us to

reference the time history of the absorption spectrum

with the time history of the x-ray heating plasma.

The experiments performed consisted of several laser

shots using various laser and sample configurations. The
measurements made were the following: (1) cold Fe tests

using a backlighter only to measure the effect of the
backlighter on the sample; (2) CH absorption using a

pure CH sample (2000 A), a heating x-ray flux and a

backlighter to provide absorption spectra; (3) Fe absorp-

tion using an Fe sample (1000 A CH-200 A Fe-1000 A

CH), a heating x-ray flux, and a backlighter to provide

absorption spectra; (4) CH emissivity using the CH sam-

ple with heating x-ray flux only; and (5) Fe emissivity us-

ing an Fe sample with heating x-ray flux only. In all

these measurements the spectrometer was apertured to
observe only the central 500-pm-diam region of the foil.
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FIG. 4. (a) The measured x-ray spectrum for a tamped Fe
sample with (upper) and without (lower) backlighter beam at a

time 1.9 ns after the start of the heater pulse. (b) The experi-
mentally measured transmission at the same instant in time.

This ensured we were probing a uniform region of the
sample.

The summary of the results is as follows. The cold Fe
(1) test showed a clear cold Fe opacity with some insig-
nificant warming 2.0 ns after the start of the backlighter
pulse. The CH and Fe opacity experiments [(2) and (3)]
show clear absorption spectra from heated matter awhile

the emissivity experiments [(4) and (5)] showed no ab-
sorption features. The data were analyzed by first con-
verting from film density to intensity using a calibrated
step wedge. The emissivities of the CH and Fe sample
are determined and subtracted from the CH and Fe ab-
sorption experiments, respectively. The results are then
divided, which removes the x-ray energy dependence of
the detector sensitivity, to yield the transmission through
the Fe only. The unprocessed emissivity and absorption
spectra at time 1.9 ns after the initiation of the heater
pulse for the Fe sample are shown in Fig. 4(a). These
spectra along with the analog CH sample spectra were
used to determine the Fe transmission shown in Fig. 4(b).
The error in the transmission curve is estimated to be
+ 0. 1 and is primarily due to small (+ 5%) variations in

backlighter x-ray intensity as deduced from a spectro-
graph monitoring the backlighter plasma emission.

The measured Fe transmission is in reasonable agree-
ment with the OPAL calculations shown in Fig. 1(c).
The dominant feature centered at 70 eV is in good agree-
ment with the expected position of the hn =0 (3-3) ab-
sorption peak. It is important to note that the Fe emis-
sivity which we calculate by subtracting the CH emissivi-

ty from the data and removing the instrument response
also shows a strong emission feature in this energy range.
This is further support for the importance of the hn =0
transitions. Note that previous opacity models which
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neglected term splitting predict no large absorption
feature in the energy range from 60 to 90 eV [Figs. 1(a)
and 1(b)]. The An =1 features predicted by OPAL to be
around 93 and 107 eV are also observed in the measured
transmission. It is important to note that the absorption
feature at 107 eV is not evident in OPAL calculations for
plasma temperatures lower than -20 eV.

The experiments indicate that the spectral features pre-
dicted by the new opacity calculations of Rogers and

Iglesias have indeed been observed. The broad nature of
these hn =0 features is dominant in this spectral region
for a wide range of plasma conditions, e.g. , 10 eV with

density of 10 g/cm and 40 eV with density 10
g/cm . This is substantiated in the experiment by the ex-

istence of this absorption feature within the 1-3-ns inter-
val recorded by the streak camera. The calculations,
however, do predict that the shape, both overall strength

and width, of the t)n =0 features are sensitive to tempera-
ture. Some of the discrepancy between calculations and

experiments can be attributed to the small temperature
gradients present in the satnple.

Finally, note that the main purpose of opacity calcula-
tions is to allow the study of radiation transport in plas-

mas under various conditions of temperature and density.
In the present case we have provided a validation of new

opacity predictions and now the much more demanding

process of determining the absolute spectral accuracy of
both experiments and predictions is appropriate.
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