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Plasma Conditions Generated by Interaction of a High Brightness, Prepulse Free, Raman Amplified
KrF Laser Pulse with Solid Targets
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A high brightness, Raman amplified KrF laser has been used to irradiate solid targets with 12 ps laser
pulses at intensities above 10's W/cm2 without the presence of a preformed plasma caused by low level

amplified spontaneous emission prepulse. Time-resolved x-ray spectroscopy of the K-shell emission from
aluminum was used to infer electron densities in excess of 10 cm at temperatures of several hundred
electron volts.

PACS numbers: 52.50.Jm

Interest in the production of dense, hot plasmas by ir-
radiation of solids with short pulse lasers is largely
motivated by applications to x-ray laser research where

rapid heating at high density is required. Several workers
have published experiments in which, mostly time-
integrated, spectroscopy is used to diagnose plasmas
created by irradiation of solid targets with laser pulses of
subpicosecond to a few tens of picoseconds duration
[1-61.

We have carried out an experiment in which an

effectively prepulse free, high brightness (3&& diffraction
limited divergence), Raman amplified KrF pulse [7] in-
teracted with solid targets. The laser pulses were of 12 ps
full width at half maximum (FWHM) duration and Ra-
man shifted in methane to 268 nm wavelength. The
amplified spontaneous emission (ASE) prepulse to main
pulse power (energy) ratio was below the 10 to (10 s)
detection threshold, implying no preformed plasma pro-
duction for irradiances up to the 10' W/cm used.
About 4 J of laser energy was directed onto planar, 25
Itm thick, aluminum foils by an off-axis paraboloid, with

f/4 focusing.
A time-resolving x-ray spectrometer, consisting of a

thallium-hydrogen-phthalate crystal (2d =2.58 nm) cou-
pled to an x-ray streak camera which was fitted with a
KBr photocathode, was used to record the Al K-shell
emission from 6 to 7 A with temporal and spectral resolu-
tions of 10 ps and 350, respectively, viewing the plasma at
35 deg to the target normal. The focal spot was moni-
tored via an x-ray pinhole camera with && 15 mag-
nification. The 10 pm diam pinhole was filtered to be
sensitive to the bremsstrahlung and radiative recombina-
tion x rays (around 2.5 keV) which are primarily gen-
erated during the laser pulse. Approximately 90% of the
x-ray emission was contained within the FWHM intensi-
ty. The absorbed energy was obtained by measuring the
scattered light with an Ulbricht sphere and a diode on a
backscatter channel, both of which were calibrated in
situ. The absorbed fraction ranged from around 60%
down to 10% for irradiances from 10' Wcm up to
10' Wcm . A more detailed description of the absorp-
tion and interaction of the beam with solid targets, in-

eluding ion cup and x-ray It i n-d-iode data, will be
presented at a later date.

Figure 1(a) shows streak data for an aluminum target
irradiated at approximately 6X10' Wcm . Note the
temporal evolution of the higher He-like line series from
a broad emission band into distinct lines, indicating high
electron density at the start of the emission. This is seen
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(a) Streaked x-ray spectrum of He-like line series.
(b) Film density lineouts showing He-like transitions and the
line-center wavelengths. Timing is (i) 10 ps before peak Ly-P
emission, (ii) at the peak, and (iii) 40 ps after the peak. Scan
(i) is displaced up in density by 0.3. The image curvature, due
to electron path differences in the camera, introduces a timing
difference across the scans of the order of the temporal resolu-
tion.
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clearly in the film density lineouts of Fig. 1(b), which
shows an emission band, well above the bremsstrahlung
continuum at early time [scan (i)l, which evolves into dis-
tinct Alxll ls -ls4p (He„) and ls -ls5p (Heq) transi-
tions in scans (ii) and (iii). Figure 2 shows time-
integrated data taken for similar conditions by placing x-

ray film in front of the cathode. The main feature is the
narrower, well-defined lines which contrast with scans (i)
and (ii) of Fig. 1(b) and are qualitatively more compara-
ble to scan (iii). A reason for the diA'erence between
time-integrated and time-resolved data is discussed
belo~.

In order to assess the plasma conditions more closely,
we analyzed similar data taken with lower dispersion.
This meant that the spectra included the AlXIII 1s-3p
(Ly-p) transition, and the temperature is indicated by the
ratio of He-like to H-like emission. The evolution of the
He„and Heb lines from a broad band into distinct transi-
tions was also seen for these data shots. The electron
density was determined from the Stark width of the Hep
(Alxll ls -Is3p) and Ly-p transitions. The variation of
linewidth with density was calculated with the spectral
simulation code SPECTRA [8] which includes detailed
Stark profiles, continuum lowering, opacity, Doppler
broadening, and instrument width. The temperature was
assumed to be 400 eV for He~ and 600 eV for Ly-p, but
to account for uncertainty in opacity, was varied from
200 to 800 eV and 300 to 900 eV for Hey and Ly-p, re-

spectively. The mean plasma pR was varied up to
1.2X10 4 gcm 2. These conditions were chosen to span
the expected values for the emission region. The varia-
tion in predicted density for a given linewidth is used to
set the error bars for experimentally inferred density. A

fit of the full line profile was carried out on a few scans;
the results obtained were the same as for the FW H M
comparison to well within the error bars. Instrument
broadening made the linewidth insensitive to density
below about 3x10 cm . For electron densities of
around 10 cm, the SPECTRA code predicts a spec-
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FIG. 2. Time-integrated spectrum for I =5x10' Wcm
The Ly-P line was cut off by the film pack. The width of the

He„line suggests the electron density is about 1 x10 cm

trum similar to scan (i) of Fig. 1(b).
The experiment was simulated with a 1D hydrocode,

MEDUSA [9], in which the heat flow is given by the small-

er of the Spitzer value and a Aux limited free streaming
limit. From the work of Rickard, Bell, and Epperlein
[10], we chose a flux limit of 0.1. The energy is absorbed

by inverse bremsstrahlung and resonance absorption.
The resonance absorption fraction is set at each time step
by calculating the scale length [11] at critical density and

averaging the angle of incidence for f/4 focusing. Some
resonantly absorbed energy is dumped at critical density.
The rest is put into hot electrons which are transported in

ten energy groups with an initial temperature at critical
density, given by the expression derived from experiments

by Giovanielli [12]. The fraction of resonantly absorbed
energy assigned to hot electrons did not significantly alter
the hydrodynamic behavior, because the relatively low

suprathermal electron temperature (4.5 keV for I=4.0
X10's Wcm ) meant that the hot electron energy was

dumped spatially close to the critical density surface any-

way. For the simulations presented here, around 5% of
the incident energy went into hot electrons. The ioniza-
tion balance is calculated with a time-dependent non-
local-thermodynamic-equilibrium average atom (AA)
model similar to xSN [13]. Because the AA model treats
ions in a hydrogenic approximation it might be expected
to give reasonable results as the plasma is dominated by
the He-like to bare ions. The AA model has been com-
pared with a detailed ionization model [8,14] in the
steady-state case. For electron temperatures and densi-
ties between 200 and 900 eV and 10 and 10 cm ', re-

spectively, the two models gave the ratio of bare to hydro-
genic ions to within at most a factor of 2 with differences
less than 20% for most of the conditions of interest. The
emission of the AlXIt is -1s3p and AlXtll 1s-3p lines

was calculated by assuming that their upper levels were

in local thermodynamic equilibrium (LTE) with the bare
and hydrogenic ground states, respectively. This should

be a reasonable assumption at above critical electron den-

sity of 1.55X 10 cm [15]. The effect of hot electrons
on the ionization balance is not included in our modeling;
however, the simulations suggest that few hot electrons
reach the high density plasma emitting at early time and

they are not expected to significantly alter our con-
clusions about the plasma conditions.

The expected line profile was calculated by summing
the predicted profiles (including Doppler shifting) for
each cell, which were normalized according to the num-

ber of emitting ions. Because we do not yet have a full

radiative transfer model with proper Stark profiles to ac-
count for the changing line shape and Doppler shift
through the plasma, we have approximated the effective
optical depth for emission from each ce11 by summing
ground-state ion densities in the other cells through which

the emission is vie~ed experimentally. Simulations car-
ried out in an optically thin approximation yield a 7%
narrower F%HM linewidth at the peak electron density,
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This indicates that our approximation will not result in

large errors.
In Fig. 3 we compare predicted and measured FWHM

linewidths on the left-hand coordinate axis. On the
right-hand coordinate axis, we interpret the experimental
linewidth in terms of an electron density for an average
plasma pR and T„asdiscussed above. The vertical error
bars refer only to the density scale and are reasonably
large simply because of the wide range of plasma condi-
tions used in converting linewidth to density. This makes
our conclusions about the electron density as independent
as possible of the detailed conditions predicted by the hy-

drocode. In order to make the comparison, the times of
peak Ly-P emission for simulation and experiinent were
equated. In both simulation and experiment the peaks of
the Hey and Ly-P were separated by less than the 10 ps
resolution (image curvature was accounted for). The
predicted laser energy absorption of 41% was consistent,
to within a few percent, with measurements. The peak
linewidth and general falloff are reasonably well repro-
duced by the hydrocode. Weak emission at early time
precludes the observation of the initial density rise.

Referring to Fig. 1(b), the width of the Hey line in

scan (i) indicates an electron density of approximately
1.4X1023 cm . With the continuum lowering model of
Stewart and Pyatt [16], for temperatures when He-like
emission is strong (few hundred electronvolts), we expect
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the He-like 1s -1s5p transition to be present in the spec-
trum. For an almost fully ionized plasma, the merging of
the He„and Hes lines is consistent with the Inglis-Teller
model [17] of line series merging at high electron density.
We note that, because emission from lower densities is

weighted towards the line center, the average density of
emission predicted by simulation at the pulse peak for the
data in Fig. 3 is about 25% higher than given by the pre-
dicted linewidth.

Figure 4(a) shows the predicted Hey/Ly-P line ratio,
compared to experiment for times when the electron den-

sity of the emitting region allows the LTE approximation.
At the average irradiance, the predicted ratio is generally
within a factor of 2 of the measured value. The predicted
typical temperature, shown in Fig. 4(b), is defined by
finding the emission weighted average temperatures for
the He-like and H-like lines separately and taking their
mean. As can be seen, the variation in temperature that
would bring the predicted and measured line ratios into
agreement is generally less than 100 eV. The maximum
difference in the emission temperatures for He-like and
H-like lines occurs at around peak emission (t =20 ps in
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FIG. 3. Time history of predicted linewidth (solid line) vs

measured linewidth (solid circles) for (a) Hes and (b) Ly-P
lines. A 10 ps window is folded into the predicted data to simu-
late temporal resolution. The error bars only refer to the right-
hand coordinate axis where the measured linewidth is converted
to electron density. They result from varying assumed condi-
tions around the average as described in the text.

FIG. 4. (a) Measured Hes/Ly-P line ratio vs simulation for
irradiances of 2& 10' Wcm (dashed line), 4&& 10' Wcm
(solid line), and 6x10's Wcm 2 (dot-dashed line). (b) Pre-
dicted average plasma emission temperature for the same irra-
diances, with same line styles as (a). Again a 10 ps window is

folded into predicted data.
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the simulation). For I=4X 10' Wcm, these are 620
and 780 eV, respectively. The similarity of predicted
temperature and measured electron density for the He-
like and H-like lines suggests that the plasma is both hot
and dense at the same time.

The simulated FWHM duration of emission is 20 and

25 ps for the Hep and Ly-P lines, respectively, which

compares well with the measured value of 25-30 ps for
both lines. However, the streak data in Fig. 1(a) show a

strong tail of emission lasting about 100 ps. By using a
low-density CsI cathode which is much more sensitive to
low level signals, but with poor temporal resolution
(about 50 ps), we observed Ly-P emission lasting longer
than I ns, mostly with a linewidth comparable to the in-

strument width. The simulations above, using LTE in ex-
cited states, suggest as an upper limit that over 90% of
the Hett and 70% of Ly-P emission comes after 50 ps.
This is without detailed modeling of the eff'ect of line

trapping on the ionization balance, but shows that it is

possible that the major part of the time-integrated emis-
sion comes at late time and from low density plasma. We
believe that the long tail of emission accounts for the
diff'erence in linewidth between our time-integrated and

time-resolved data and that a similar eff'ect probably
causes the narrow linewidths seen in time-integrated data
where the targets are transparent to the ASE [6].

In conclusion, we have demonstrated the production of
a rapidly heated, dense plasma with a high brightness,

prepulse free, Raman amplified KrF laser. In particular,
the observation of line series merging for the He-like
aluminum lines, supports the measurement of high elec-
tron density from the Stark linewidths. The use of time
resolution has resulted in spectral features that differ
markedly from those obtained with time-integrated spec-
troscopy in the same experiment.
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