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Role of Nonthermal Velocity Fluctuations on Anomalous Impurity Heating in the TJ-I Tokamak
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Measured impurity temperature profiles from linewidths in the TJ-I tokamak are shown to be higher
than proton temperature profiles. The difference between both apparent temperatures, which is attribut-
ed to the presence of anisotropic nonthermal velocities, tends to decrease as the density increases.
Whereas electrostatic drifts due to E x B might be responsible for the poloidal turbulence velocities, radi-
al velocities might be dominated by magnetic turbulence. These conclusions are supported by criteria
based on the radial dependence and typical strengths of electric and magnetic fluctuations.

PACS numbers: 52.25.Vy, 52.25.Gj, 52.35.Ra, 52.70.Kz

Spatially resolved measurements of Doppler tempera-
tures of protons and impurities in the TJ-I tokamak do
not fit the generally accepted framework used for line-
width data interpretation in tokamaks [1]. Within this
framework, it is expected that due to the density and
toroidal field ranges of these experiments the linewidth is
dominated by thermal Doppler broadening, i.e., Stark
and Zeeman effects as well as the influence of plasma tur-
bulence are ignored. Strong collisional coupling assures
thermalization of different species.

Apparent impurity temperatures in TJ-I are often sub-
stantially higher than proton temperatures, even though
the temperatures are expected to be the same from col-
lisional coupling [2]. Anomalous impurity temperatures
have also been reported in several magnetic confinement
devices ([3,4] and other references therein). This anoma-
ly might be due to non-Coulombic processes or to mass
motions. The distinction between anomalous ion heating
due to non-Coulombic processes and the additional line
broadening caused by gross mass motions is difficult to
make when using a single ion or when spatially resolved
measurements are not available. However, since non-
thermal velocities may scale more distinctly with density
and spatial position than thermal velocities, scaling of ap-
parent temperatures with these parameters can help in its
interpretation. It seems reasonable to attribute the
anomaly to non-Coulombic processes when the time for
temperature equilibrium among different species is short
enough and all the species together exhibit a higher tem-
perature than that predicted from classical electron-ion
equilibration. The effect can be triggered, for instance, in
current-carrying plasmas at high values of the electron-
streaming parameter [5]. However, if the impurities
show a higher apparent temperature than protons, and
this effect is not due to a long equilibration time between
species, the apparent temperatures may reflect non-
thermal processes.

If the nonthermal velocities due to plasma fluctuations
are assumed to produce a Gaussian contribution to the
linewidth, the actual measured linewidth, after deconvolv-
ing it by the instrumental function, will be given by
A 2 =AA$+ArAT, where T and NT stand for thermal
and nonthermal, respectively. If the nonthermal width

does not depend on the charge and mass of the particle,
its manifestation for protons and impurity ions with long
ionization times will be different and can be unambigu-
ously identified. This effect, which has been used in as-
trophysics (see Ref. [6]) to study the plasma turbulence
in astronomical objects, has not been identified prior to
this Letter in laboratory plasmas. We claim in this
Letter, based on TJ-I tokamak data, that low-level fluc-
tuating fields can induce observable effects over some
linewidths due to this mechanism. Experimental profiles
of proton and impurity temperatures, in combination with
a data analysis code described in [7], have been used to
deduce in this tokamak the anisotropic spatial structure
of nonthermal velocity fluctuations. A discussion on the
electrostatic or magnetic origin of these anisotropic veloc-
ities is addressed.

This experiment was carried out in the TJ-I tokamak,
Ry=30 cm and a =10 cm. It was operated for this ex-
periment with a plasma current of around 40 kA, a
toroidal field of 1 T, and line-averaged electron densities
between 0.5%10'% and 3x10'3 ¢cm ~3. The device and di-’
agnostics are described in more detail in Ref. [2].
Discharges with Z.q close to 2 at moderate densities are
achieved. Discharges free of observable Mirnov activity
were selected, but sawteeth activity of small relative am-
plitude (5%) was present in some of them. Spatially
resolved measurements of impurity and proton tempera-
tures have been deduced from Doppler line broadening of
hydrogen (line wings) and impurity lines (i.e., Cv, 2271
A), with corrections made for the instrumental function.
Measurements are performed with a 1-m monochromator
having a multichannel intensified detector attached to its
focal plane, and the spectrometer system is operated in
first-third diffraction orders with 10°-10°® resolution.
Spatial resolution of 1.5 cm is achieved by varying the
optical line of sight on a shot to shot basis, which allows
coverage of the entire plasma cross section.

The influence of plasma turbulence on spectral line-
widths has been included following the method used in
astrophysics [6]. If the spectral line shape is the result of
the convolution of a thermal Gaussian distribution and a
turbulent Gaussian one, the latter producing a gross mass
motion, the full width at half maximum of the resulting
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line is given by AA =1.665(A/c) QkT/m; +&2)'? where &
is the dispersion of the Gaussian microturbulence velocity
distribution, A is the spectral line wavelength, ¢ the light
velocity, T the ion temperature, k the Boltzmann con-
stant, and m; the ion mass. The value of & is the most
probable velocity and is +2 times larger than the root-
mean-square (rms) value. If this turbulent velocity is as-
sumed to be due to ExB drifts, their components in the
radial, poloidal, and toroidal directions are given by

EB,
v, = >
B

Ur

?’J, B =5 L5y

Radial magnetic fluctuations, possibly increasing to-
wards the center in tokamaks, might not have a negligible
influence on the radial fluctuating velocities of the ions,
and may contribute significantly when the plasma is ob-
served along central chords. Its effect can be estimated,
for rms values, by the expression

U= (l‘||é,/Br)(2N1p) 12 y

where vy is the ion parallel velocity; the second factor is
the relative radial magnetic fluctuation, with N the num-
ber of gyro-orbits per second performed by the ion, in
each of which two small random perturbations occur, and
7, the ion effective confinement time. Radial fluctuating
velocities are, according to this picture, the result of a cu-
mulative process of a set of small random perturbations.
An analogous argument has been used to simulate the
effect of magnetic fluctuations on ion diffusivity [8].
Therefore, when observation is performed perpendicular
to the torodial field and along chords lying in a plane per-
pendicular to the equatorial plane, ¢, produces the dom-
inant contribution for peripheral chords, because its pro-
jection along the line of sight is maximum. Therefore, ¢,
can produce impurity temperature profiles that do not de-
crease to low values at the edge as long as nonthermal ve-
locities are not negligible compared with thermal ones.
On the other hand, ¢, is relevant for enhancing central
linewidths when the poloidal component contribution is
zZero.

The data analysis method [7] divides the plasma in
fifty circular concentric shells and within each of them
plasma parameters are constant. It assumes a Gaussian
impurity emissivity profile, whose width and maximum
position are varied up to the point when the chord-
integrated emission profile fits the experimental one.
Similarly, the code starts from a local temperature profile
slightly lower than that deduced from the Hp wings to ac-
count for the smaller effect of the nonthermal velocities
on protons. The chord-averaged impurity temperature
profile is simulated by averaging a set of Gaussians,
whose widths are a function of the local temperature and
nonthermal velocities, weighted by the emissivity and
length of the ray in each particular shell. The coefficients
defining the strength and radial dependence of the as-
sumed anisotropic turbulence velocities are varied up to
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FIG. 1. Plot of experimental chord-averaged impurity and lo-
cal proton temperature profiles in a low density TJ-I discharge,
fe=1%10" cm 3. The simulated curve was obtained with an-
isotropic nonthermal velocity fluctuations included. Equivalent
fluctuating electric field values and radial dependence are given
at the top of the figure.

the point when the calculated apparent chord tempera-
ture profile matches the experimental one. Other effects
such as plasma rotation and Zeeman effect, also included
in the code, are less important for this analysis.

The method outlined above has been used to account
for the different apparent temperature profiles of protons
and impurities observed in the TJ-I tokamak. In Figs. I,
2, and 3, we show proton and impurity temperature
profiles for CV at three different electron densities: (1, 2,
and 3)x10" c¢cm 7. The impurity temperature (chord
averaged) is higher than the local proton one. This effect
is noticeable in the lowest density case (Fig. 1) for any
plasma chord. Even for the highest density case (Fig. 3),
the effect can be clearly seen at the plasma periphery.
Whereas the proton temperature increases with density,
the impurity temperature diminishes with density. The
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FIG. 2. Plot of experimental chord-averaged impurity and lo-
cal proton temperature profiles for an intermediate density,
fe=2%10"3 cm ~3. Notice that the discrepancy between both
temperatures for central chords has almost disappeared, but
since the impurity temperature is chord averaged and the pro-
ton one is a local value, some enhancement is needed for ex-
plaining this behavior. High impurity temperatures at the plas-
ma periphery are clearly observable in this plot. The simulated
curve obtained, as in Fig. 1, is also given.
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FIG. 3. Similar plot to those of Figs. 1 and 2 for a high den-
sity case (7, =3x%10"3 cm ~3). Notice that even at this high
density, the difference between chord-averaged impurity tem-
perature and the local proton temperature is clearly seen at the
plasma periphery. The upward wings in the impurity tempera-
ture profiles of previous cases are reduced at this density.
Simulated chord-integrated temperature profile appears also su-
perimposed in this figure.

local temperature profile is obtained from the Hpg line
wings and the charge-exchange neutral analyzer at the
center [2], both methods giving results at the center in
reasonably good agreement; for the rest of the profile only
the optical method has been used. In both methods the fit
to the neutral energy distribution is performed in the tail,
for energies 5-10 times higher than proton temperature.
In the density range covered in this experiment the cen-
tral electron temperature varies between 400 eV (low
density) and 250 eV (high density). The simulated pro-
files of Figs. 1-3 were obtained starting from the local
temperature profile and applying the simulation code ex-
plained before, including a significant level of radial and
poloidal fluctuating velocities in the expression for the
linewidth given above. Those velocities are given in
equivalent fluctuating electric fields, whose possible origin
we will discuss. E,(rms) or i, were described by an ex-
ponential function with its maximum at the plasma edge,
and E,(rms) or i,(rms) were chosen with a maximum at
the plasma center. Gaussian functions peaking at similar
radii could also provide a reasonable fit. Peak values
(V/cm, rms) and decay lengths (cm) of the Gaussian
fluctuating fields for explaining this behavior are given in
the plot for the low density case. These parameters were
iteratively varied to obtain the best agreement between
the simulated chord-averaged temperature profile and ex-
periment, with a final uncertainty of between 10% and
15%.

In Figs. 4 and 5, the results of this type of profile
analysis at three different electron densities are shown.
We have chosen the plasma density since it is the most
significant parameter to produce a clearly observable
influence on this effect. In Fig. 4, the rms value of the
equivalent Gaussian fluctuating electric field is plotted,
versus the line-averaged electron density, for the poloidal
and radial components. Similarly, Fig. 5 is a plot of the
radial decay length, i.e., the fitted width of the radial dis-

300 T T T T
- + A Er(V/iem)
£ ® Ep(V/icm)
© 200}F & g
zZ 6
£
*a 100 | ¢
v
A1 0'°cm
O 1 1 —_ 1 n
0.5 1.5 2.5 3.5

FIG. 4. Plot of root-mean-square fluctuating velocities or
equivalent electric field values (radial and poloidal) vs density.
The turbulence strength was described by an exponential func-
tion and it was assumed to peak at the plasma edge for the radi-
al component and at the center for the poloidal one, in order
that the model describe the experimental behavior of the impur-
ity temperature profile.

tribution fluctuation amplitudes. As can be seen, the tur-
bulence level characterized by these two parameters,
needed to explain the impurity temperature behavior, de-
creases in both intensity and radial extension as density
increases.

The rms value and radial dependence of the radial fluc-
tuating electric field are consistent with Langmuir probe
data in tokamaks [9], of around 150 V/cm in TEXTOR
at 3x10'3 ¢cm 73, versus 1220 V/cm in this work. In con-
trast, the inferred radial dependence of the equivalent po-
loidal fluctuating electric fields has a behavior opposite to
that expected for electrostatic turbulence, which should
diminish from the edge in. Its edge value at the highest
density, 15 V/cm, is close to typical values of 20 V/cm
measured in TJ-I and other tokamaks [9].

An alternative explanation, not considered to date, of
the radial fluctuating velocities could be based on the ex-
istence of radial magnetic fluctuations. This hypothesis is
supported by two observations. First, the dependence of

3
= 15 —— . .
=
k<) A Er(decay)
§ ® Ep(decay)
> 10F ¢ .
3 2 o
s 5| .
° paN

o

v A [10™ em™ 4

AE 0 b 1 ! .
w 0.5 1.5 2.5 3.5

FIG. 5. Plot for radial decay length of the anisotropic Gauss-
ian fluctuating velocities or equivalent electric fields vs line-
averaged electron density. This parameter represents the decay
constant of the exponential function assumed to describe the
strength of the turbulence.
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the deduced radial fluctuating velocities (rms) with ra-
dius, peaking at the center and decaying toward the edge,
is as expected for the radial magnetic fluctuations [10,
11]. Second, magnetic fluctuations with typical values of
vy [(3-6)x10° cm/sec] and B,/Br (10 4-10"3) would
account for the central observed values of v,. According
to this interpretation the poloidal fluctuating velocities
would be dominated by radial fluctuating electric fields
and the radial fluctuating velocities by radial magnetic
fluctuations. In fact, the time evolution of the anomalous
impurity temperature of OV, higher than the proton one,
measured in a reverse field pinch [12], correlates with the
magnetic fluctuation level.

Since TJ-I plasma conditions are similar to those exist-
ing at the edge of large devices, this work has two impor-
tant consequences for fusion relevant plasmas. First, the
high edge ion temperature reported in JET [13] and other
tokamaks, which is obtained mainly from the Doppler
linewidth of impurity lines, might be due to a similar
effect. Second, central heavy impurities in JET [14],
when corrected by spatial averaging effects, exhibit
higher temperature than light impurities which might be
explained by a similar mechanism, as has been already
pointed out [15].
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