
VOLUME 69, NUMBER 11 P H YSICAL R EV I EW LETTERS 14 SEPTEM BER 1992

Using Light as a Lens for Submicron, Neutral-Atom Lithography
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We show that light can be used as a lens to focus a collimated neutral atomic beam to submicron di-
mensions during deposition onto a substrate. We have used an optical standing wave at 589 nm as an ar-
ray of cylindrical lenses to focus a perpendicular sodium beam into a grating on a substrate, with a
periodicity of 294.3 0.3 nm. This result is the first direct evidence of submicron focusing of atoms by
light, and represents a fundamentally new scheme for submicron lithography.

PACS numbers: 42.50.Vk, 35.80.+s, 42.82.Cr

We present here a new scheme for submicron lithogra-

phy that uses the force exerted by light to deflect a neu-

tral atomic beam during deposition onto a substrate. For
a stationary, two-level atom, the average stimulated force
exerted by nearly resonant light is proportional to the in-

tensity gradient [1,2]. In a standing wave (SW), the in-

tensity oscillates spatially every half wavelength, and the
corresponding oscillations in the average force on an

atom can be used as an array of weak cylindrical lenses.
If the frequency of the SW is detuned above (below) the
two-level resonance, the atoms are attracted toward the
intensity nodes (antinodes). Semiclassically, collimated
atoms are narrowly distributed about the nodes, analo-

gous to the focusing of parallel rays of light passing
through an array of cylindrical lenses [3].

In this Letter we demonstrate that a SW at 589 nm, in-

teracting with a collimated atomic sodium beam, can be
used to make a regular grating over approximately a 0.2-
cm area on a silicon substrate, with a 294.3+0.3-nm

period. Our calculations show that the gradient force
may be capable of producing features on a 10-nm scale
every half wavelength. The predicted small feature size

results from the nearly linear position dependence of the
force on a neutral atom near the nodes (antinodes) of an

optical SW for positive (negative) detuning.
This result not only represents a new scheme for sub-

micron lithography, but it is also the first direct evidence
of optical focusing of atoms on a submicron scale. There
have been indirect measurements of the nonuniform den-

sity that results when atoms interact with a SW [4,5], but

these measurements examined net average distributions
over large volumes (—1 cm ) and were not able to deter-
mine the submicron regularity of the density variations.
This issue is especially relevant because atoms trapped by
a three-dimensional SW are known to exhibit variations
in optical density on the scale of at least 100 pm [5].

Figure 1 is a schematic of the experiment. A collimat-
ed sodium atomic beam, propagating along y, interacts
with a perpendicular SW. The SW intensity is uniform
over a distance of L; (=300 pm typically) along y but
vanishes elsewhere. The wave vector of the SW is

~k~z=(2x/X)z, where X =589 nm is the optical wave-

length. The atoms in the sodium beam have an average
velocity along y of v~ (=740 m/s typically), and interact
with the SW for a time t; =L;/v~ ((0.5 ps typically).
After emerging from the SW, a sodium atom undergoes
free flight for a distance L ff before it hits the substrate;
i.e., there are no forces acting on the atom in the interval

Lff because there is no light beyond L;.
The average force exerted by a SW on a two-level

atom with negligible transverse velocity (i.e., v„v„=0)
is derived from the gradient of the pseudopotential:

U(z) = —,
' hh, in[1+ 2rop(z)/(4h +I ) l, (1)

where d =roL —0 is the detuning between the laser (roL)
and the atomic frequency (0), I is the natural lifetime of
the resonance, and coR(z) =pE(z)/2h is the local Rabi
frequency, proportional to the product of the dipole mo-

ment, p, and the electric field, E-sin[kz]. Thus, the
periodic variation in the square of the Rabi frequency
gives rise to a potential that is periodic in k/2. Typically,
the depth of the potential is about 5 peV. For the pseu-
dopotential approximation to be valid, a few (1-2) spon-
taneous emission lifetimes I ' must elapse before the
atoms can come to equilibrium with the light field [6].

substrate

Na beam

FIG. 1. A schematic representation of the experiment. An
optical standing wave is interposed between an atomic beam
and a substrate to deflect atoms during deposition.
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Thus, r; (and L;) are uncertain to within the time for
spontaneous emission. [Typically, r; = (5-20) x I '.]

U(z) acts as an array of weak cylindrical lenses, focus-
ing the atomic beam into a grating on the substrate, with
a period of 1t/2. If the potential within each half wave-

length of the SW was harmonic with an oscillation period
T (typically 0.5 ps) then, when r; =T/4, a perfectly col-
limated monoenergetic atomic beam would be focused to
an array of lines in which each line would have a delta-
function distribution along z for Lrr=0. Actually, spheri-
cal aberrations associated with deviations from the har-
monic potential, chromatic aberrations associated with

the finite atomic energy spread, diffusive aberrations as-
sociated with random fluctuations in the spontaneous and
gradient forces, and diffraction aberrations due to the
atomic wavelength and Lrr&0 contribute to the finite
width of the distribution. Semiclassical calculations of
the atomic trajectories (see below) that account for the
spherical and chromatic aberrations show the linewidth

can be about 10 nm. Diffusive aberrations [7], dif-
fraction, and the de Broglie wavelength are estimated [1]
to be of this order also, but are ignored in our analysis.

For an atomic beam with a practical deposition rate
(typically 0.1-0.01 nm/s), the initial kinetic energy asso-
ciated with v, can be substantial compared to IUI. In

our experiments the sodium beam emanates from a 5-g
glass ampoule, heated to approximately 225'C. Because
the stem of the ampoule was 7 cm long with a 3.5-mm in-

side radius, the sodium beam was partially collimated
about the y direction with approximately a 50-mrad an-

gular divergence corresponding to a transverse velocity
spread along z less than approximately ~ 40 m/s.

To reduce the transverse velocity, we use "Doppler"
optical molasses (MO) [8] to cool the atomic beam along
z before it interacts with the SW. The MO is especially
efl'ective at cooling velocities within the range I v, I( 2n'5/k = 30 m/s. The optics associated with the MO
and SW are shown in Fig. 2. The laser source is a single
Coherent 899 tunable dye laser. The laser frequency is

nearly resonant with the sodium 3 Si/z 3 P3/2 transi-
tion that has a linewidth of I/2ir=10 MHz. The MO
and SW were formed by retroreflecting two separate in-

coming traveling waves (TW) off a single mirror, M 1,
mounted on a piezoelectric transducer (PZT).

The MO has two frequency components. The first

component is detuned 30-40 MHz below the transition
between the F=2 sublevel of the ground state (GS) and
the F=3 sublevel of the excited state (ES) and has an in-

tensity of 30 mW/cm in each TW. The second com-
ponent is tuned to the transition between the F=l GS
sublevel and the F=2 ES sublevel and has an intensity of
10 mW/cm in each TW. All four TWs have uniform in-

tensity across an =1-cm-diam spot and are circularly
polarized with respect to the 10-6 magnetic field oriented
in the i direction. The two frequency components and
the magnetic field are present to prevent optical pumping
[9].
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FIG. 2. A detailed schematic of the optical apparatus used to
generate the standing wave (SW), the optical molasses (MO),
and the Fabry-Perot resonator (FP). The A,/4 plates are used to
change the polarization of the light. The F=1 and F=2
ground-state sublevels of Na are split by 1.7 GHz. The 1.7-
6Hz acousto-optic modulator (AO) shifts the laser frequency
to avoid optical pumping. The 100-MHz AO shifts the laser to
detune the SW, and the 850-MHz AO permits the frequency
modulation of the Fp resonator.

Emerging from the MO, the atomic beam then in-

teracts with the SW, which is uniform in intensity with a
width of = 1 mm along x and 250-500 pm along y. The
SW is clipped along y by the edge of a 2-cm square sil-
icon substrate so that Lfr is minimized (La (10 pm).
(La&0 even if the substrate is not intentionally tilted be-
cause of misorientation and substrate flatness. ) The SW
also has two frequency components. The first component,
detuned 5 from the transition between the F=2 GS and
the F=3 ES, is varied between experiments. The intensi-

ty in this component is approximately 5 W/cm for each
TW. The second component, tuned to the F=1 GS to
the F=2 GS transition, has about 500 m%'/cm in each
TW. The latter component prevents optical pumping.

Mechanical vibrations of the substrate relative to the
position of the SW minima can smear the lines that
compromise the grating. Thus, it is crucial that the z
coordinates of the SW nodes remain fixed relative to the
substrate during the 10-min deposition. We stabilize the
position of the SW node at Ml using a Fabry-Perot reso-
nator (FP). The PZT, which holds M 1, also supports a
partially reflecting mirror, M2. The FP is made using
M2 and a second partially reflecting mirror M3 mounted
onto the brass block holding the substrate. The positions
of Ml and M2 are adjusted via the PZT so that the FP is
resonant. The stabilization was done using an ac detec-
tion scheme in which a 40-kHz frequency was impressed
on the light used for the FP by modulating the frequency
of the 850-MHz AO. This insured that the distance be-
tween the brass block holding the substrate and Ml was
an integral multiple of the )./2. The SW nodes remained
fixed relative to the substrate within X/45 = 13 nm.

We used first-order optical diffraction to investigate in
silu the region where the film has been modified by the
SW. Figure 3 is a schematic representation of the
diffraction geometry. An incident beam with 560
nm & X, & 580 nm at an angle in the range 8 & 0; & 15
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1st order (m=1 TABLE I. A list of the measured parameters for gratings
made with a SW and conventional EB lithography. The param-
eters are defined in the text. Typically I; =250 pm; I fr& 10
pm.

6 (MHz) coR (MHz) d (nm) 104'

Qth

1st order (m=-1)

+70
+70
+70
—130

AuPd/PMMA EB grating

150
100
80

100

294. 1+ 1.0 1.5+ 0.5
294.3+ 0.3 4.0+ 1.0
294.1+ 0.5
294.5+ 0.8 2.0+ 0.5

300.6+ 2.0 33+ 0.5

1 = 574.99nm

1 = 576.00nm — 1 = 577.05nm

FIG. 3. A schematic of the diAraction geometry used to
detect the grating and a photograph of three m = —

1 dif-
fraction spots obtained using this geometry for three different
incident wavelengths on the grating.

from the surface backscatters at 6' & 0 & 17 . Accord-
ing to

—d(cos8 +cos&;) =mX,

we observe the first-order, m = —1, diffraction peak. In

Eq. (2), (); is the angle between the surface and the in-

cident wave vector, 0 is the angle between the surface
and the diA'racted light, and d is the grating period. We
observe diffraction only over the area associated with the

position of the SW. In correspondence with Eq. (2), the

diffraction depends on the incident wavelength. Figure 3

also shows a photograph of three m= —
1 diffraction

peaks corresponding to three diA'erent incident wave-

lengths: 574.99, 576.00, and 577.05 nm. The photograph
was obtained with the diA'raction geometry shown in the

top part of Fig. 3 using three different exposures at the

same position for the three wavelengths. The diffraction
spots are separated by about 7 mm and were observed ap-

proximately 40 cm from the grating for 0; =10' and

0 = 13'.
We measured d at a variety of wavelengths and angles.

For example, using the condition 0; = —0 = 11.56'
when X=577.05 nm, we found d=294.3+0.3 nm in-

dependent of the detuning and intensity in the SW (see
Table I). We also measured the diffraction efficiency,
i.e. , the ratio, q, of the intensity found in the m= —

1

diffraction peak to the incident intensity, and found a
weak dependence on the detuning and the power in the
SW. The largest g we found is less than 0.04%. Table I

summarizes our observations of the period and the
diffraction eSciency obtained from the m = —

1

diffraction peak as a function of the detuning and Rabi

frequency.
The fidelity of a grating made using a SW at 5=70

MHz and cog =100 MHz was evaluated from the angular
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width of the m= —
1 diA'raction peak. Figure 4(a) shows

the m = —
1 diffraction spot found 42 cm from a grating

with 577.05-nm light incident at 0; = 10' using an in-

cident beam 100 pm wide. The spot has an angular
width of approximately 4x10 rad. This width corre-
sponds to a spot = (100 pm) ' wide. Thus, the width of
the spot is limited by the 100-pm portion of the grating
that is illuminated, and so we deduce that the grating is

regular over at least that scale. For comparison, we show
in Fig. 4(b) the diA'raction from a nominal 300-nm-
period grating, 100 pm on edge, fabricated using conven-
tional electron beam lithography (EB). The diffraction
pattern of Fig. 4(b) was obtained at X =587.8 nm under
the same conditions as Fig. 4(a). The EB grating was
made in 80-nm-thick polymethylmethacrylate (PMMA)
resist; after exposure and development, a 50-nm-thick
layer of AuPd was deposited onto the grating in the
PMMA. The EB grating was comprised of sharp lines
and spaces approximately 150 nm wide. With 0; = —0
=11,5', we found that d=300.6+ 1.0 nm for the EB

grating. The additional oscillations found in the dif-
fraction pattern from the EB grating of Fig. 4(b) are evi-

FIG. 4. (a) The m = —
1 diffraction spot obtained from a

grating made with an optical standing wave. The diffraction
was obtained with X=577.05 nrn light using an incident beam
focused to 100 pm. The (100 pm) ' width of the peak is indi-

cative of the fidelity and regularity of the grating. (b) The
m = —

1 diffraction spot obtained from a grating made using
conventional EB lithography. The diffraction was obtained with

X=587.80 nm under the same conditions and using the same
angles as in (a).
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FIG. 5. Semiclassical numerical simulations showing the
thickness profile of the film over a half wavelength field for free
Aight gaps, Lg 0, 50, and 100 pm when h, = —150 MHz,
mR =100 MHz, and L; =250 pm.

dence of the 100-pm spatial field size and of smaller = 5
pmx10 pm area irregularities in the grating. Figure
4(b) is typical of diffraction obtained from four EB grat-
ings. %'e measured g=3.3X10 for the EB grating,
which is 10 times larger than that observed on gratings
made with a SW. We cannot attribute the difference in tl
unequivocally to the width of the lines which comprise
the respective gratings, however, because of differences in

materials, grain size, etc.
Finally, we attempted to evaluate the depth of focus for

a thermal atomic beam by measuring the diffraction
efficiency of gratings made using a SW as a function of
Ltt. To change La. we intentionally tilted the substrate
along z relative to the SW and allowed the SW to touch
one edge (the right-hand edge) of the substrate. In one
experiment, we tilted the substrate about 0.4' relative
to the SW. For h, = —130 MHz, cog=100 MHz, L;
= 250-500 /tm we found a diffraction spot when Lq & 10
pm, i.e., near the right-hand edge. As a function of posi-
tion along the substrate, Lf increased from zero at the
right-hand edge to approximately 200 pm at the opposite
edge, but m = —1 diffraction could not be observed for
L ff & 50 pm. When the substrate is tilted at either 0.05
or 1.9' relative to the SW, we found that the diA'raction

was generally extinguished beyond L& & 50+ 15 pm.
This observation is in correspondence with semiclassi-

cal numerical simulations of the film profile. Figure 5 il-
lustrates the effect of a gap between the SW and the sub-
strate corresponding to the experimental conditions. In
Fig. 5 the variation in the film thickness, t, is plotted over
0 & z & V2 for Ltt =0, 50, and 100 pm. To calculate the
results of Fig. 5 we assume the atoms initially have a uni-
form spatial distribution along z, with v, =0 and a

Boltzmann velocity distribution along y. We suppose
that the atoms are fully polarized the instant they enter
the SW, arid we numerically calculate their trajectories
using the force associated with Eq. (I). Thus, chromatic
and spherical aberrations are included implicitly. The
atomic coordinates of between 10000 and 100000 two-
level atoms are updated every 100 ps. The numerical
resolution of the final position of the atoms on the sub-
strate is 0.3-1 nm. We assume that there is no diAusion
once the atom hits the substrate, and we ignore any
mechanical vibrations of the substrate relative to the SW.

The narrow peak found near z =A/4 for Ltr=0 in Fig.
5 is approximately 10 nm wide (FWHM), and is indica-
tive of the focusing that can be achieved for particular
longitudinal velocities in the Boltzmann distribution.
(The width of the lines in the gratings that we actually
made are larger than 10 nm because of mechanical vi-

bration, surface diffusion, and aberrations not accounted
for in the simulation. ) The background surrounding the
peak corresponds to the chromatic aberrations associated
with the remaining velocity groups in the Boltzmann dis-
tribution, and to spherical aberrations associated with
atoms that have initial z positions outside the range
where the potential is harmonic. We find that as Ltt in-

creases, higher velocity atoms in the Boltzmann distribu-
tion are focused because of chromatic aberration, but
there are fewer of them. Thus, the narrow peak near
z =X/4 has about the same width as a function of La, but
a different height relative to the background. According
to the simulation, we estimate that for an increase in Lff
from 0 to 100 pm, the relative g will fall by at least a fac-
tor of 10 in qualitative agreement with our observations.
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