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Measurements of the Electric and Magnetic Form Factors of the Proton from
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The proton elastic electric and magnetic form factors, Ger(Qz) and Gstr(Qz), have been separately
measured in the range Qz 1.75 to 8.83 (GeV/c)z, more than doubling the Qz range of previous data.
Scaled by the dipole fit, Gv(gz), the results for Gstr(Qz)/ttrGv(Q2) decrease smoothly from 1.05 to
0.91, while Ger(Qz)/Gv(Q ) is consistent with unity. Comparisons are made to QCD sum rule, di-
quark, constituent quark, and vector meson dominance models, none of which agree with all of the new
data. The ratio QzFz/Ft approaches a constant value for Qz & 3 (GeV/c) z.

PACS numbers: 13.40.Fn, 12.38.gk, 13.60.Fz, 14.20.Dh

The structure of the proton has long been of fundamen-
tal interest. One process that probes this structure is
elastic electron-proton scattering, which leaves the inter-
nal constituents in their ground state after the absorption
of an exchanged virtual photon. The cross section can be
written in terms of two form factors, GE~(Q ) and

Gssz(Q ), that depend only on the four-momentum
transfer squared, Q

—
q

2 & 0. The electric form fac-
tor, Gg~, is sensitive to the charge distribution, while the
magnetic form factor, G~~, probes the magnetization
current distribution. Both form factors have been found
to be fairly well approximated by a dipole fit, GD(Q )

(1+Q /0. 71) = Gsst, (Q )/p~ =GE~(Q ), where

Q is in (GeV/c) and It~ = 2.793 nm is the proton mag-
netic moment.

Vector meson dominance (VMD) models [1,2) have
traditionally been used to fit form factor data in the low

Q region. For Q »M, where M is the proton mass,
dimensional scaling and the use of perturbative QCD
(PQCD) predict [3] that Gss~cz:1/Q, with the magni-
tude being sensitive to the valence quark distribution am-
plitudes. Several techniques have been developed to de-
scribe the intermediate Q region. The empirical fit of
Gari and Kriimpelmann (GK) [4] uses the VMD form at
low Q and the dimensional scaling form at high Q .
Other approaches include the relativistic constituent

quark model [5], the use of QCD sum rules to make ab-
solute predictions [6], and a diquark model which fit [7]
data for Q & 3 (GeV/c) .

Previous cross-section measurements [8] (sensitive to a
linear combination of Gss~ and GEz) extended to Q 31
(GeV/c), but separations of the two form factors have

only been reliably made [9] up to Q 3 (GeV/c) . The
present experiment, SLAC NE11, improves the precision
of previous experiments and extends the Q range by
more than a factor of 2. The experiment consisted of
measuring the differential cross sections for scattering
electrons from a proton target at several scattering angles
and beam energies. The Nuclear Physics Injector at the
Stanford Linear Accelerator provided beams [10) with
energies E from 1.5 to 9.8 GeV and average currents
from 0.5 to 10 ItA. The integrated charge was indepen-
dently measured by two toroid monitors with a run-to-run
precision of 0.2% and an overall normalization of better
than 1%. Most data were taken using a 15-cm-long
liquid hydrogen cell with 0.1-mm-thick aluminum end
caps and sidewalls. The average density was determined
from the target temperature and pressure with a run-to-
run precision of 0.2% and an overall normalization of
better than 1%. The local density change near the beam
was found to be the same as the average density change,
as expected from the high 2-m/sec liquid hydrogen flow
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rate through the target, using cross sections measured at
different repetition rates and beam currents. Small
(&2%) contributions from the liquid target end caps
were measured using empty cells with 0.9-mm-thick
aluminum end caps.

Scattered electrons were simultaneously detected in
two magnetic spectrometers, one on each side of the beam
line. The SLAC 8-GeV/c spectrometer [11] was set at
central electron scattering angles 8 between 15' and 90'
and central momenta E' between 0.5 and 7.5 GeV/c. A
careful floating wire study and survey of this spectrome-
ter [12] permitted cross sections to be measured with
high accuracy. The 1.6-6eV/c spectrometer [13] detect-
ed electrons with momenta between 0.5 and 0.8 GeV/c
and was fixed at 90', permitting the use of tungsten slits
for shielding from the target end caps. Two 10Q18 quad-
rupole magnets were inserted between the target and the
dipole magnet to increase the nominal solid angle by
about a factor of 4. This use of a dedicated spectrometer
to measure the low-rate cross sections at backward angles
was the most important improvement over previous ex-
periments.

Similar detector packages were used in each spectrom-
eter to measure particle trajectories and to distinguish
electrons from pions and other backgrounds. The 8-
GeV/c package includes a 99.9% efficient gas Cerenkov
counter filled with 0.6 atm of nitrogen and a 99.7%
efficient lead glass shower counter array with a resolution
of +'8%/JE'. Ten planes of multiwire proportional
chambers were used to measure particle track coordinates
with an efficiency of 99.9%. The trajectories were used to
determine E' to +0.15% and 8 to +0.5 mrad. The
1.6-6eV/c detectors included a 99.9% efficient gas
Cerenkov counter filled with atmospheric CO2 and a
98.8% efficient lead glass shower counter array with a
resolution of +' 5%/v E' Twelve pl.anes of drift chambers
and four planes of scintillators measured particle track
coordinates with an eSciency of 99.0% and resolutions
corresponding to +'0.2% in E' and + 3 mrad in 8.

Monte Carlo simulations were used to determine the
acceptance for each spectrometer as a function of relative
momentum 8', relative horizontal scattering angle dO, and
vertical angle p. The 8-GeV/c Monte Carlo run was
based on a TRANSPORT [14] model derived from the
floating wire [12] optical coefficient measurements. The
angular dependence of the acceptance function was
checked by verifying that elastic cross sections were in-
dependent of p and followed the expected dipole fit

dependence on d8. The 8' dependence was checked by
comparing cross sections for inelastic scattering from
deuterium measured with the same beam energy and
spectrometer angle, but central momentum settings that
differed by a few percent. These deuterium data were
principally used to measure the form factors of the neu-

tron, and will be reported in a subsequent publication.
The Monte Carlo program was used to determine the

dependence of the acceptance function on central angle
setting due to the 15-cm target length, and on central
momentum setting due to the effects of multiple scatter-
ing on particle trajectory reconstruction.

The Monte Carlo program for the 1.6-6eV/c spec-
trometer ray-traced particles using measured field gra-
dients of the quadrupoles and a three-dimensional calcu-
lation of the dipole magnetic field that was checked
against a limited set of measurements. Magnet and aper-
ture positions were determined from careful surveys. Ac-
ceptance checks similar to those for the 8-GeV/c spec-
trometer were performed.

Spectra at each kinematic point were obtained as a
function of missing mass squared, W =M +2M(E

E') ——Q, at fixed 8 by dividing the measured counts
by the acceptance and using the dipole fit to correct for
the cross-section variation within the small d0 range of
each spectrometer. Corrections were made for typically
2% target end-cap contributions to the 8-GeV/c spectra
and for a small contamination (&0.3%) of pions mis-
identified as electrons. The contribution of electrons from
pair production in the target was measured to be & 0.1%
by reversing the polarity of the spectrometers. The re-
sulting elastic spectra showed good agreement with the
Monte Carlo predicted shapes. The spectra in the
kinematically forbidden region W (M were found to
be consistent with zero, as expected. Experimental cross
sections were obtained by integrating the spectra up to a
cutoff value Wm» and applying a correction for radiative
processes. When standard radiative correction formulas
[15] were used, the results were found to depend on

W». This problem was remedied by including up to 2%
corrections [16] to account for the Q dependence of the
cross section and the addition of quark and heavy lepton
vacuum loops.

The form factors were determined by first converting
the experimental cross sections a(E, e) to reduced cross
sections og(gz, e), defined as

E(1+r )~(E,e)
«D(g )~Ns

G~2p(g') p GE'~(g')

G (Q') r G (Q )

where r Q /4M, a=[1+2(1 +r)t an (8/2)] ', and

aNs is the nonstructure cross section. Linear fits to the
reduced cross sections at each value of Q were per-
formed to obtain Gg~/GD from the slope and G~~/p~GD
from the intercept. As shown in Fig. 1, linear fits provide
a good characterization of the data, indicating no large
experimental problems, or significant deviations from the
one-photon exchange approximation. The inner error
bars shown in Fig. 1 are statistical only, while the outer
error bars include point-to-point systematic errors of
0.8% from the combination of uncertainties in target den-

sity, beam charge, detector eSciency, acceptance varia-
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FIG. 1. Reduced ep elastic cross sections (see text for
definition) as a function of photon polarization e. The linear
fits shown were used to extract G~~ and GE~ for each Q2.
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tion, radiative correction variation, and computer and
electronics dead time corrections. The point-to-point er-
rors also include the uncertainty resulting from a 0.05%
error in beam energy and scattering angle uncertainties
of 0.006' and 0.050' for the 8- and 1.6-6eV/c spectrom-
eters, respectively. The relatively small uncertainty in

beam energy was obtained using the 0.05% uncertainty in
E' for the 8-GeV/c spectrometer and constraining the
elastic peak positions to be centered at W M . Be-
cause the 8-GeV/c spectrometer absolute solid angle is

much better known [12] than that of the 1.6-6eV/c spec-
trometer, the 1.6-6eV/c cross sections were all adjusted
by a single normalization factor, determined at the lowest
Q2 point from a fit to the 8-GeV/c data only. The outer
error bars on the 1.6-GeV/c data include the 0.8% uncer-
tainty in this normalization factor. The overall normali-
zation uncertainty on all the cross sections was estimated
to be 2%, obtained from combining in quadrature 1% nor-
malization errors on absolute spectrometer solid angle,
target length, charge monitoring, and radiative correc-
tions.

The extracted elastic proton form factors, scaled by the
dipole fit, are shown in Figs. 2(a) and 2(b) and are listed
in Table I. The inner errors are statistical only, while the
outer errors include the point-to-point systematic errors.
Not included in the error bars is the effect of the overall
cross-section normalization error of 2%, which results in
overall normalization errors of about 1% in Gsz/GD and
G~~/p~GD. The results at Q =8.83 (GeV/c) were ob-
tained by combining backward angle data from this ex-
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FIG. 2. Results for (a) G~e/p~Gp, (b) GE~/GD, and (c)
Q2F2/F~ as a function of Q2. The inner errors are statistical
only, while the outer errors include point-to-point systematic er-
rors. Not included is an overall 1% normalization error on
Gp p/pGg and Gs~/Gp. Also shown are data from previous ex-
periments (Refs. [9,17]) and several theoretical fits and predic-
tions (see text).

periment with previous forward angle data [8] normal-
ized to the present experiment at Q =5 (GeV/c) .

The new data for both GE~ and G~z are in reasonable
agreement with previous lower Q data [9,17]. The new
data for G~~ are in fairly good agreement with three
commonly used VMD fits to previous data: Hohler et al.
[I] (long-dashed curves), Iachello, Jackson, and Lande
[2] (IJL, dotted curves), and the GK fit [4] (solid
curves). The data for Gs~ lie above all these fits for Q) 3 (GeV/c), and are in especially poor agreement with
the IJL fit. The simple dipole form actually shows the

3843



VOLUME 68, NUMBER 26 P H YSICAL R EV l E% LETTERS 29 JUNE 1992

TABLE I. Form factor results for this experiment. The er-

rors include point-to-point systematic errors, but not an overall

normalization error of 1%.

g [(GeV/e) ]

1.75
2.50
3.25
4.00
5.00
6.00
7.00
8.83

Ghfp/tt pGD

1.049 + 0.009
1.051 + 0.007
1.040 ~ 0.009
1.030 ~ 0.009
1.011 + 0.009
0.985 ~ 0.011
0.957 +' 0.016
0.909 +' 0.024

(JEplGD

0.97 ~ 0.05
0.90+ 0.06
0.95 ~ 0.10
0.88+ 0.12
0.93 +' 0.17
0.92+ 0.21
1.44+ 0.23
1.07+ 0.50

best agreement with the GE~ data. For Q ~4 (GeV/
c), both G~~ and GE~ are in fair agreement with the
prediction of Radyushkin [6] (dash-dotted curves), which
uses QCD sum rules to fix the parameters of the soft
quark wave functions and incorporates local quark-
hadron duality to calculate the form factors. One of the
diquark model fits of Krol[, Schiirmann, and Schweiger
[71 (short-dashed curves) is in better agreement with the
Gst~ data than the GE~ data. This model views the pro-
ton as built up from quarks and diquarks, the latter being
treated as quasielementary particles. The relativistic
constituent-quark calculations of Chung and Coester [5]
are sensitive to parameters such as the effective quark
mass, quark wave function, and confinement scale. The
predictions using a representative choice of parameters
(dash-double-dotted curves) lie above the GE~ data, and
underestimate Gstz above Q 2 (GeV/c) .

Another way to express the elastic cross section is in

terms of the Dirac and Pauli form factors, defined by

GEt, Ft —r(pt, —1)F2 and G~t, Ft+(pt, —1)F2. At
large Q, the helicity-nonconserving term, F2, is expected
[18] in PQCD to be suppressed by a factor of Q com-

pared to the helicity-conserving term, Ft, so the ratio

Q F2/Ft should approach a constant. The experimental
values do seem to flatten out above Q =3 (GeV/c), as
can be seen in Fig. 2(c).

This experiment has extended the range over which

G~~ and GE~ have been separated by more than a factor
of 2 compared to previous data, and considerably reduced
the error bars in the region of overlap. The results for

Gott, /GD decrease smoothly with increasing Q, while the
values for GE~/GD are consistent with unity. None of the
existing models is in good agreement with both Gst~ and

G~t, at all values of Q, although it is likely for several of
the models that this could be remedied by adjusting free
parameters. The ratio Q F2/Ft is found to approach a

constant value above Q 3 (GeV/c) . The new data are
sensitive to the short-distance structure of the proton and
will provide valuable constraints on models presently be-
ing developed.
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