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To study incommensurate spin systems, we employ a collective Monte Carlo trial that enables
the system to choose its own boundary conditions. The method is tested on a generalization of the
2D fully frustrated triangular lattice of XY spins. Even for small sizes of our model system, the
bulk value for the pitch is obtained. Convergence as a function of size is far better than can be
obtained with free or periodic boundary conditions. Moreover, this approach yields the temperature
dependence of the pitch in the modulated phase. The spiral-to-antiferromagnetic phase transition
appears to be continuous and a Lifshitz point occurs at finite temperature.

PACS numbers: 75.10.Hk

Phase transitions in magnetic systems with competing
interactions lead to very rich phase diagrams. Experi-
mental realizations are provided by the heavy rare-earth
metals: As a result of the competition, one obtains many
complex low-temperature structures, including spiral, si-
nusoidal, and conical orderings [1]. Quite often, the wave
vector k describing the structure is incommensurate with
the lattice, so that the pitch b,:—ka, where a is the lattice
constant, is not a rational integral multiple of 2'. Much
experimental data, giving pitch as a function of tempera-
ture T, have remained unexplained for over thirty years.

Incommensurability may afFect critical properties. In-
deed, new universality classes have been predicted for
such systems [2—4]. Nevertheless, presently it is not clear
that these predictions account for the experimentally de-
termined values of the critical exponents [5]. To supple-
ment the analytic approaches, Monte Carlo simulations
have been performed [6, 7]. Reference [6] restricted its
consideration to the case of commensurate spirals. In
Ref. [7], the pitch of the helimagnet was given commen-
surate values appropriate to zero temperature, and the
system was then studied as a function of temperature.
The restriction to commensurate spirals is made in or-
der that the conventional use of fixed, periodic boundary
conditions not impose a constraint that does not occur
in the thermodynamic limit.

One approach to incommensurate systems would be
to employ periodic boundary conditions and attempt to
extrapolate to the thermodynamic limit using a scaling
approach. However, when a system is incommensurate
(or its pitch is unknown, and perhaps even temperature
dependent), periodic boundary conditions may serve to
introduce "frustration. " This increases the energy of the
system and, in extreme cases (e.g. , a small system for
which the bulk solution has two nearly degenerate phases,
or a classical linear antiferromagnet with an odd number
of spins), can cause the system to choose the wrong phase
entirely. Moreover, because for a system of length L the

pitch will be an integral multiple of 2m/L, there will be
discontinuous changes in the pitch as L is varied. Trying
to scale to obtain the correct pitch would involve finding
a function with size-dependent oscillations, and would
require very large systems to ensure attainment of the
correct thermodynamic limit.

A second approach might be a brute force Monte Carlo
study where one imposes a fixed but incommensurate
pitch on the system and, for a given temperature, com-
putes the free energy as that pitch varies. The correct
value of the pitch would be the one that minimizes the
free energy. However, the free energy is one of the more
difficult quantities for Monte Carlo calculations to deter-
mine [8], and for that reason we did not seriously consider
such a calculation.

A third approach, which preliminary calculations in-
dicate to be more practical than either of the above two
approaches, is to employ free boundary conditions. How-
ever, even in this case one must employ very large sample
sizes to eliminate surface effects.

To circumvent the difficulties of these three ap-
proaches, ne have developed a "spiraling" algorithm that,
employing a collective Monte Carlo trial, allotvs the sys
tern to choose its oton boundary conditions. It yields the
pitch 6 both for small systems and at finite temperatures

We illustrate the spiraling algorithm with the follow-
ing example. Consider a linear system of three XY spins,
3-4-5, which may be subject to both nearest- and next-
nearest-neighbor interactions. It is well known that such
a Ji-Jz model can lead to a spiral state. As a start,
one can choose an arbitrary pitch 6, (say, 20') and small
random deviations of each spin from that pitch. One
adds two phantom spins to the left and right (the num-
ber of phantom spins is determined by the range of the
interactions —for nearest-neighbor interactions only, one
needs to add only one phantom spin to each side). Spins
6 and 7 are obtained from 3 and 4, respectively, by rotat-
ing 3 and 4 clockwise by 3 times 20 . Spins 1 and 2 are
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obtained from 4 and 5, respectively, by rotating 4 and 5
counterclockwise by 3 times 20'.

The usual Monte Carlo changes for each spin are then
attempted, the change in energy is determined by the
above rule for obtaining the new state (if 3 is rotated
clockwise by an additional 10, so is its phantom, 6),
and then the new state is tested for acceptance with
the Metropolis et al. algorithm. The next step permits
the system to choose its own boundary conditions, by at-
tempting to change the pitch A. Such a trial change
might be a bE of 5'. Then, (arbitrarily) leaving spin
1 unafFected, one rotates the other spins clockwise by an
angle that is 5' times their distance from spin 1. This
new configuration is then tested for acceptance with the
Metropolis et at. algorithm. At zero temperature, this
procedure finds the appropriate pitch for the spiral and,
for J2 = 0 and Ji & 0 (antiferromagnet), the antiperiodic
boundary condition (in the present case, a pitch of 180'
per spin) appropriate to three spins.

To test the procedure on a nontrivial spiral structure,
we have considered the "row" generalization of the 2D
fully frustrated triangular lattice of XY spins. Here each
spin S, has nearest-neighbor interactions only: In 'H =
—Q, J,rS, S~, the two horizontal bonds have J,~—qJ, and the other four bonds have J,~

= —J [9, 10].
[For a typical spin configuration, see Fig. 4 of Ref. [9] or
Fig. 1(b) of Ref [10]..] We determine the pitch Ar of the
structure at low temperature for g ) 0.5, where it should
approach the value given by mean-field theory [9, 10]

2g cos (Ar/2) = —l.

Thus, at low temperatures, if rI = 3 one expects a pitch
of either 199.2' or 160.8'. Employing the spiraling algo-
rithm to obtain the pitch along the z direction (but with
periodic boundary conditions along the y direction), we
find that, for T/J = 0.10 (and 5000 Monte Carlo steps,
in which the first 2000 are discarded) the average value
of the pitch is 161.0 for 3-by-3, 161.1 for 6-by-6, 161.2 for
12-by-l2, and 161.8 for 24-by-24 systems. The systemat-
ics in this may be attributed to the longer equilibration
times needed for larger systems. Thus the spiraling algo-
rithm finds the correct pitch. (In these runs, a seed pitch
of 0.4 rad was taken, but the spiraling algorithm has also
determined the correct pitch with a seed pitch of zero. )

The spiraling algorithm should permit reliable finite-
size scaling analyses of critical exponents for incommen-
surate structures. However, because a knowledge of the
phase diagram must precede a study of critical properties,
we will concentrate on the nature of the phase diagram.
We first summarize the mean-field theory results.

Mean-field theory, for q & 0.5, gives a spiral (Sp) struc-
ture that is typically incommensurate [9, 10]; for q ( 0.5,
it gives an antiferromagnetic (AF) structure of ferromag-
netic horizontal lines whose moment alternates direction
as one moves vertically. Because the pitch of the Sp phase
approaches x as rI ~ 0.5, the transition to the AF phase

at g = 0.5 is continuous, so the AF-Sp line is second or-
der, in mean-field theory. A Lifshitz point, where the Sp,
AF, and paramagnetic (P) phases come together, occurs
for rli, = 0.5, Tr, / J = 1.5.

Going beyond mean-field theory, one expects Huctua-
tions to alter these results: For XY systems the transi-
tions survive at finite T but the low-temperature phases
do not possess long-range order in any continuous order
parameter. In addition, frustration alters the symmetry
of the system, by mixing in an Ising field associated with
spirals of opposite twist, or helicity. For q = 1, a single
transition is obtained, with mixed Ising and XY charac-
ter [11,12]. For modulated structures with incommen-
surate wave vectors, a phase diagram has been proposed
that displays this feature, plus the additional property
that the Lifshitz point is at Tr, = 0 [13]. This appears
reasonable, since the lower critical dimensionality for a
uniaxial Lifshitz point is 2.5; however, the argument ap-
plies only for spins with at least three components [14].

We now present results for 48-by-48 systems with
40000 Monte Carlo steps per spin, the first 16000 dis-
carded for equilibration purposes, and with statistical
sampling every 10 steps. We emphasize that the spiral-
ing algorithm makes the calculations possible: There is
no intrinsic dependence on lattice size. Study of a num-
ber of correlation functions and susceptibilities yields the
phase diagram given in Fig. 1. The general shift to lower
transition temperatures is indicated by the Lifshitz point
moving to rlr, = 0.62 + 0.02, Tr, / J = 0.40 + 0.02. More-
over, the AF-Sp line develops a positive slope, rather
than being flat, so that there are now three characteris-
tic ranges for g: g & 0.5, 0.5 & g & gl. , rtI. ( g. Figure
2 gives the spin stiKnesses p ~ and p» as a function of
temperature, for three values of rl within each of these
ranges. Figure 3 gives the specific heat C„. There is no
real evidence for a peak in |„at the Sp-AF transition,
although calculations on larger systems might be more
revealing. Note that the system should be isotropic for

g = kl; in both cases we find p = p» to within nu-

merical accuracy. Moreover, g = 1 gives the established
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FIG. 1. Monte Carlo phase diagram in the g-T plane.
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FIG. 3. Specific heat |„as a function of temperature, for
the same values of g as in Fig. 2.
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result T,/J —0.50 [11].
When the boundary conditions along the horizon-

tal are permitted to vary, explicit expressions for p
which assume fixed boundary conditions, are inappropri-
ate [15). However, when the boundary conditions vary,
the fluctuation-defined pitch susceptibility y~ can be em-

ployed to determine p, via

T/J

FIG. 2. (a) Spin stifFness p along the horizontal, as a
function of temperature, for characteristic values of the row-
exchange parameter g. For g = 0.4 and g = 0.55, the values
have been multiplied by 100. (b) Spin stifFness p„„along the
vertical, as a function of temperature, for the same character-
istic values of g.

Observe that for il = 0.55 and T/J ) 0.2, p» increases
on moving away from the Sp-AF phase boundary; such
displacement away from the Sp-AF phase boundary also
occurs for g = 0.4 and low temperature, giving the un-
usual low-temperature increase in p seen in Fig. 2.

For ri = 3 there is a continuous Sp to P phase tran-
sition at. T,/J = 0.625 6 0.025. For rl = 0.55 there is
a continuous Sp to AF phase transition at T,/J = 0.20,
signaled by a zero in p, as well as (cf. Fig. 4) by the
disappearance of the Ising-like helicity order parameter

] I) (—1) *' sin(8, —e~), (3)
3y 3N, .

which is sensitive to the direction of twist of the spiral,
and by the appearance of a singularity in its fluctuation-
defined susceptibility yh, ~

= ((blah, i) )/T . (gh, ~ is de-
fined so that it is kl for rl = 1 and T = 0. The prime
denotes a sum over each of the N sites and their nearest
neighbors, and O,~ is the angle obtained on going from
site j to site i, and then rightward, so that 3C,~/z = +1.)
There is also a continuous AF to P phase transition at

1.0

(2)
90-
80—

hei

x100, Vh, l

- 0.9
— 0.8

(2/~3 is a geometrical factor relating to the area of the
unit cell. ) Equation (2) makes it possible, in the AF
phase, to determine p» both directly (with fixed bound-
ary conditions) and indirectly (with varying boundary
conditions). In particular, the results in Fig. 2 at low T,
for rj = 0.4, were obtained using both methods; clearly,
the points all lie on the same line. This relation between
spin stiffness and the fluctuation in the pitch makes pos-
sible the evaluation of the spin stiffness for systems with
more than one spin per unit cell, because one then need
not know the relative twist between spins within the unit
cell (less twist occurs between spins with stiff bonds) [16].
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FIG. 4. Helicity @q,~ and its susceptibility yh, ~, for g
= 0.55, as a function of temperature. @q,~ is multiplied by
100.
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FIG. 5. Monte Carlo pitch 6, and relative spin orienta-
tions with nearest neighbor along the horizontal (P~s) and
at 60' (P~s), for ri = 0.55 as a function of temperature.

T,/J = 0.50. For ri = 0.4 there is only a single phase
transition from the AF to the P phase. To the accuracy
of our calculations, we cannot exclude the possibility of
a very narrow strip of P phase (of width 6'T/J & 0.02)
interposing between the Sp and AF phases, which would
then yield Tg = 0, such as is found in axial next-nearest-
neighbor Ising models [17].

Figure 5 gives 6 and the relative spin orientations for
nearest-neighbor vectors along the horizontal (P~~) and
at 60' (PzB). These are computed for rt = 0.55, so that
the system passes from Sp to AF to P as T/J increases.
Note that Pg~ + 2P&& —27r for all three phases. In the
Sp phase, the pitch varies with temperature, approach-
ing the pitch of the AF phase as the Sp-AF line is ap-
proached; this is consistent with the Sp-AF transition be-
ing continuous. This temperature dependence is in con-
trast to the temperature-independent pitch of Eq. (1),
and is to our knowledge the first time a Monte Carlo
calculation for XY spins has revealed a temperature-
dependent pitch.

We have also considered the "staggered row" model of
XY spins on a triangular lattice. This has three spins
per unit cell (ABC), only the horizontal A Bbonds -be-
ing multiplied by q [18]. Its mean-field theory has been
studied under the assumption of commensurate states
with three spins per unit cell [18]. Application of the spi-
raling algorithm helped identify three new phases, one of
them incommensurate and the other two commensurate
with six spins per unit cell [19,20].

To summarize, we have demonstrated that the spiral-
ing algorithm applied to incommensurate spin systems
yields the correct pitch, for both small systems and finite

temperatures [21].
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