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Observation of Spin Precession in GaAs Inversion Layers Using Antilocalization
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Nearly-zero-field magnetoconductance measurements have been used to deduce the conduction-band
spin splitting of GaAs. The dominant spin-scattering mechanism is the randomization of spin precession
due to elastic scattering. By independently controlling electron density and mobility, it is observed that
the crystal-field-induced spin splitting is the cause of the spin-orbit scattering. This technique is used to
infer the band-structure splitting parameter, a42 =26.1+' 0.9 eV A'.

PACS numbers: 7l.25.Tn, 7l.70.Ej, 72.20.Fr, 73.20.Fz

The spin-split character of the conduction band in

zinc-blende structures [1] has not been observed in a
zero-magnetic-field transport measurement. Analogous
to spin-orbit splitting, an electric field transformed into
the reference frame of a moving electron acts as a mag-
netic field which removes the spin degeneracy. These
electric fields arise from the polar nature of III-V materi-
als augmented by an inversion field in a heterostructure.
There have been several experiments which have investi-

gated these zero-field spin splittings. From an analysis of
the beat patterns observed in Shubnikov-de Haas oscilla-
tions, the zero-field splitting has been deduced from
high-magnetic-field measurements in InGaAs/InA1As [2]
and GaSb-InAs [3]. A linear extrapolation of electron-
spin-resonance energies to zero magnetic field has been

used in GaAs-AlGaAs heterostructures to deduce a lower

bound to the zero-field spin splitting of 32 peV for a den-

sity of N, 4.6x 10' m [4]. Optical spin orientation
has been used in bulk AI„Ga~-, As [5] and in GaAs [6]
to measure spin-relaxation times at zero field, from which

an estimate of the splitting was made. Here we report a

determination of this splitting hF, deduced from a quan-

tum conductance measurement using GaAs heterostruc-
tures in a magnetic field of a few gauss.

The interference between time-reversed paths leads to
the weak-localization contribution to the quantum con-
ductance. Spin-coherent paths constructively interfere to
cause a reduction in conductivity while the spin-dephased

paths destructively interfere to cause an enhanced con-

ductivity. Since a perpendicular magnetic field destroys
the interference in both cases, one observes the antilocali-
zation signature of a 1ow-field magnetoresistance followed

by a magnetoconductance. We have used measurements
of this weak antilocalization as a probe of the spin-

dephasing rate which we find to be related to the band
structure. Kawaji et al. [7] were the first to observe an-

tilocalization in this system. They measured a spin-orbit
scattering rate in devices similar to ours, but could not

quantitatively explain the eAect. In contrast to spin-orbit
scattering in metal films [8], we ftnd that the spin
relaxation mechanism is not due to scattering by heavy
impurities, but is caused by the underlying band struc-

ture. The lack of mobility dependence will be used to
show that the actual spin-dephasing mechanism is that
described by D'yakanov and Perel' (DP) [9]. The density
dependence will be used to show that the spin-orbit
scattering in GaAs heterostructures is primarily deter-
mined by the crystal field, not the inversion field.

In a weak-localization experiment one measures the
quantum correction to the conductance which has the
form [10]
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where 8 is the applied magnetic field, + is the digamma
function, H2=H&+2H,', +2H,', , H4=H&+4H, '„and
H, =h/4Der„D being the diffusivity, given by —,

'
vf rt„

and the a's correspond to tr =transport, s.o. =spin orbit,
or &=phase breaking. We use magnetic-field scales H,
because they are the physically measured quantities, and
are interpreted as of the order of the maximum field at
which the relevant scattering rate aA'ects the quantum in-

terference. Equation (1) assumes that all interfering
path lengths are much longer than the mean free path.
We interpret this as limiting its validity to magnetic fields

0.5H&,. Figure 1 shows a typical magnetoconductance
trace along with a fit by Eq. (1). The dipped structure in

the conductance is characteristic of the presence of spin-
orbit scattering (H„)Ht, ) Simulations sho.w that the
minimum conductance occurs at a field of -4H, „ it

H, » HA.

We consider two possible spin-dephasing processes that
could give rise to this spin-orbit scattering: the spin-orbit

coupling associated with the electric field of an impurity
(the Elliott mechanism), or the randomization of the spin

by elastic scattering in a material with a spin-split energy
level (the DP mechanism). The Elliott mechanism [11]
is most eAective if the scattering is by heavy impurities
located in the inversion layer. The spin-orbit rate is pre-
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FIG. l. Magnetoconductance trace, ho(8) —err(4 G), for
1017-C2a with N,, 5.1x10"m ' and H1, =2.81 G at T=1.0
K. The solid curve is a fit by Eq. (1) with H, ,, =0.187 G and

Hq 0.028 G. The fit is valid for B &1.4 G. Note that the

minimum occurs at B-4H, ,

dieted to be

r, o' =2m(g —2) R N, rt, ', (2)

Here (hE„) is the Fermi-surface-average variance of hE,
and hE„/2ti is the precession frequency. Since H, ,
ts: (r, , r&,) ' and H„~ r.. . Eq. (3) implies that H, , is

independent of H&„at a fixed electron density.

TABLE I. Device parameters for GaAs/AlGaAs MOSFETs.
Values for N., and p are given at Vg 0, T=4.2 K.

Device

1016-4a
1016-Sb
1017-C2a
G131"

Spacer
thickness (A)

20
20
40
20

Ns
(lO" m-')

6.4
6.4
6. 1

5.6

P
(m'/V sec)

4.36
7.5

10.7
7.28

"Ungated device.

where g is the conduction-band g factor and R is of the
order of the atomic radius of the scatterer. This theory
predicts a linear relationship between the spin-orbit
scattering rate and the transport scattering rate, H, ,
a-H&, . The DP mechanism applies provided that the im-

purity broadening is much larger than the spin splitting
(ill rt, ' )hE„, i.e., the electron scatters before it reaches
an eigenstate of the system). For a two-dimensional elec-
tron gas, the spin splitting will act as an effective magnet-
ic field in the plane, directed perpendicular to the motion
with a sin(28) angular factor relative to the (100) axis.
Thus, the electronic spin will precess about an axis per-
pendicular to its motion [5,9,12). For this case, we use

the relationship H, , =2H"., and H;, =0 in Eq. (1).
Scattering will cause this precession to be randomized,
analogous to motional narrowing in electron-spin reso-
nance, leading to a spin-dephasing rate,

(3)

FIG. 2. Spin-orbit field as a function of transport field. At
fixed density the variation in Ht, is caused by differences in mo-

bility. The squares indicate device 1017-C2a, the crosses indi-

cate 1016-5b, and the circles indicate 1016-4a. The lower set
corresponds to N,, 5x10' m and the upper set to N,
=6.2x10" m . Densities are as stated, to within ~ 2%%u.

Standard GaAs/Ale 3Gao 7As (100) modulation-doped
heterostructures were grown by molecular-beam epitaxy
with 20-A (wafer 1016) and 40-A (wafer 1017) spacer
layers, from which 0. 1 mmx1. 6 mm Hall bars were
etched. The entire device was covered with an insulating
layer of Si02 and a Ti-Au (nonmagnetic) gate metal.
Details of these devices will be published elsewhere.
These wafers and devices allow us to have differing elec-
trostatic confinements and mobilities with the same car-
rier concentration. The carrier density was inferred from
Hall-effect measurements. Because of the small magnet-
ic fields involved, care was taken to remove sources of
nonuniformity and magnetic noise. Despite this, we were
unable to resolve fields ~20 mG, and we attribute this
resolution limit to sample nonuniformity.

Table I is a summary of the device parameters. The
magnetoconductance measurements were performed at
temperatures from 0.4 to 4.2 K.

By fitting the magnetoconductance data with Eq. (1)
we deduce H„, which we plot in Fig. 2 as a function of
Ht, for different devices at two fixed densities. Gate volt-
age is used to set a density for the three devices. H&, is
then determined by the relation H„=e/4rrhN, p, where

p is the mobility. Since H„remains nearly constant
while Ht„varies over an order of magnitude, we conclude
that the Elliott mechanism is not the source of spin-orbit
scattering in this system. In addition, it is known that the
dominant scattering centers in these devices are remote
ionized donors, which would produce negligible spin-orbit
scattering by the Elliott mechanism. The only scattering
mechanism that predicts a spin-orbit rate inversely pro-
portional to the transport rate (i.e., H„ independent of
H&„) is the DP mechanism. We interpret the data of Fig.
2 as an indication that the DP spin-relaxation mechanism
dominates in this range of density and mobility.

The conduction-band splitting results from electronic
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Reducing Eq. (4) to two dimensions involves including
the confinement perturbation in the Hamiltonian before
considering the conduction-band spin splitting. A simple
argument can be made that, because there is a standing
wave in the confinement (z axis) direction, there is no

moving reference frame which will transform an electric
field into a magnetic field. Averaging hE„over the Fer-
mi surface, we find that

(~Z„') = —,
' a,',k'.

Using these definitions, the spin-orbit field is

H, „= A

4De

(WZ,') r, „

4A

+2

4xheÃ, r„
3 2 3x a4zNs &tr z=@A, ,

where N, is the electron density. For GaAs we calculate
rl=7. 2 mG/(10' m ), using a recent band-structure
calculation that has found a42=24 eVA [13]. The den-

sity dependence of H, , is shown in Fig. 3. A least-
squares fit by Eq. (6) of the H„-data gives an experi-
mental value of rl=8. 5+ 0.6 mG/(10' m ) which

compares well with the calculated value given above.
Our value of q leads to an experimentally determined
value of a42=26. 1~0.9 eVA which should be com-
pared to the value a4q =21 eVA derived from optical
measurements [6].

Malcher, Lommer, and Rossler [14] have calculated

5 & i
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FIG. 3. Spin-orbit field as a function of N, , for all of our de-

vices. Notation is consistent with Fig. 2. In addition the solid

circle is datum from device 6131 and the solid square is the da-
tum of Kawaji et a/. The line is a least-squares fit by H, ,
=a+ gN, with q =8.5 ~ 0.6 mG/(10" m ) and a = —16
~ IS mG.
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interactions with the electric fields. In bulk GaAs, the
electric field is the local Ga-As dipo1e. The energy split-

ting due to this inversion asymmetry has the form [1]

[k 2(k 2k 2+ k 2k 2+ k 2k 2) 9k 2k 2k 2] 1/2

the zero-field energy splitting in GaAs heterostructures
due to the inversion asymmetry and interface spin-orbit

(Rashba) terms. In an inversion layer, there is an elec-

tric field from the electrostatic confinement leading to the

Rashba term, (a46k(E )), where aq& is a band-structure

parameter and (F. )is t-he wave-function-average electro-
static field [15]. Lommer and co-workers [14,16] predict

that the Rashba term is small in GaAs, but not in

narrow-band-gap semiconductors. The inversion asym-

metry term divides into two parts. The first part is the

same as our Eq. (5) which corresponds to an effective

magnetic field perpendicular to the wave vector. The
second part, (2a42k(d /dz'))-', which is calculated to be

larger, corresponds to an eff'ective magnetic field parallel

to the wave vector.
It is important to note the quadratic dependence of

H, , on A, displayed in Fig. 3. A ~eaker dependence
would indicate a spin splitting evolved from something
other than the bulk k term in Eq. (5). The k- inversion

asymmetry term leads to a value of H,. „ independent of
1V, . Similarly, the interface electric-field eAect would

lead to a linear dependence. The only observed depen-
dence is the quadratic term involving the bulk crystal
fields. The presence of these additional terms may induce

an overestimate of a4z which better low-density data
would resolve.

At densities lower than 4X10" m -, we could no

longer observe a conductance minimum (see Fig. I) at
our lowest temperature. As density is decreased, both Ht„
and H& increase, while H„decreases. If H, , & H&, the
spin-orbit scattering broadens the magnetoconductance
without forming a minimum. Sample inhomogeneities

also broaden the magnetoconductance. To avoid con-

fusion, we only considered the determination of H, „ to be

reliable when a clear conductance minimum was ob-

served. At high density, we have three major limitations

to the determination of H„: small signal strength,
second subband eff'ects, and applicability of Eq. (I ). The
conductivity increases with 1V„ leading to a smaller mea-

sured signal (ha/o). Depending on the shape of the de-

pletion layer, the second electric subband begins to popu-

late at Ã,, —8 x 10 ' m -, leading to an additional

phase-breaking process as well as a parallel conducting

path. Finally, the validity of Eq. (1) implies the con-

straint 0.5Ht, 4H, „. If this condition is not met, the

conductance minimum is no longer in a range ~here the

present theory applies.
Our results now a1low a new interpretation of previous

antilocalization experiments on I I I-V semiconductors.
Poole, Pepper, and Hughes [17] measured density-

dependent antilocalization in Inp metal-oxide-semicon-
ductor field-effect transistors (MOSFETs). Using their

data, we find that H, „ is quadratic in density, giving a

value of g=3.5~0.3 mG/(10" m ')"-. From band pa-

rarneters f I 8], a 42 is estimated, yielding rl
=3.9 mG/(10'

m ~)" for InP. Kawaguchi [19] has observed antilocali-

zation in In As with a value of H,. „—200 6 at
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&, =1.5x10'6 m ~. Without a density dependence, it is
not possible to deduce the relative roles of the crystal field
and the Rashba effect in InAs.

The qualitative difference between the k and k terms
is the sense of the effective magnetic field with respect to
the velocity. The k nature of the splitting has been mea-
sured by weak antilocalization in both GaAs and InP.
The fact that a k -dependent splitting has not been mea-
sured indicates either that this component of the splitting
is small or that a weak antilocalization measurement is
not sensitive to precession about an axis parallel to the
motion of the electron.

In conclusion, weak antilocalization is used to observe
spin-orbit scattering in GaAs/AIGaAs MOSFETs. The
mobility independence of H„shows that the dominant
spin-dephasing mechanism is that of D'yakanov and
Perel'. The density dependence indicates that this is
caused by the conduction-band spin splitting due to crys-
tal fields. Our results allow an interpretation of antilocal-
ization measurements in III-V semiconductors in terms of
band-structure parameters.
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