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Time-Resolved Measurement of X-Ray Heating in Plastic Foils Irradiated
by Intense Soft-X-Ray Pulses
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Intense, soft-x-ray pulses, generated from separate laser-irradiated converters, were used to irradiate
planar plastic foils. The x-ray heating was investigated by measuring the temperature histories of chlori-
nated tracer layers buried at different depths in the targets. The temperature diagnostic was a time-
resolved extreme-UV absorption spectroscopy technique using chlorine L-shell transitions. The temporal
temperature profiles were reasonably well reproduced by radiation-hydrocode simulations.

PACS numbers: 52.50.Jm, 44.40.+a, 52.25.Qt

With the use of modern high-power laser systems, it is
now possible to generate intense, approximately Plancki-
an x-ray sources. These are currently of considerable in-
terest as possible driving power sources for indirect-drive
inertial confinement fusion. In addition, they may be
used for the production of uniform, gradient-free, hot,
dense plasmas which cannot be produced by other means
in the laboratory and which are ideal for the testing of
theoretical calculations of, for example, opacities, radia-
tive transfer, and dense plasma effects which are impor-
tant for laboratory as well as astrophysical research.
Therefore, an understanding of the interaction of intense,
soft-x-ray pulses with targets is important for the design
and interpretation of future experiments. In previous ex-
perimental work, x-ray preheating in laser-irradiated tar-
gets has been investigated [1,2]. However, few experi-
mental studies using x-ray heating of plasmas alone have
been reported. Evidence for ionization burnthrough of
thin aluminum foils directly heated by x rays has been
observed [3]. The opacity of a radiatively heated alumin-
um plasma, close to local thermodynamic equilibrium
(LTE), has been measured in the region of the aluminum
K-shell transitions [4] and evidence of radiation waves in
gold foils has been observed [5]. Here we present the first
measurements of x-ray heating as a function of time and
depth in plastic foils irradiated by intense, approximately
Planckian soft-x-ray pulses emitted from separate, laser-
irradiated, high-Z converters. Plasma temperatures were
measured with a novel, time-resolved, extreme-ultraviolet
(XUYV) absorption spectroscopy technique in the sub-keV
photon energy region using L-shell transitions of chlorine
ions present in thin tracer layers buried at different
depths in the targets. Similar methods have been used to
diagnose laser-irradiated targets using inner-shell transi-
tions in the photon energy region above 1 keV [6,7]. It
was found that the measured temperature profiles were
reasonably well reproduced by radiation-hydrocode simu-
lations.

Six frequency-doubled (0.53 um wavelength) beams
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from the VULCAN glass laser at the Rutherford Ap-
pleton Laboratory were used in a cluster configuration to
irradiate a thin gold layer, 1000 A thick, supported on a
1-um plastic (CH) substrate (hereafter the burnthrough
or source target). Random-phase plates were used to
produce a smoothed focal spot which was measured to be
500 um (FWHM) in diameter by an x-ray pinhole cam-
era filtered for photons in the 1-keV energy region. The
laser pulse length was typically 800 ps in duration. The
soft x rays transmitted through the rear of the burn-
through target were used to heat a separate planar CH
foil, 2 um thick, positioned parallel to the burnthrough
foil and separated from it by approximately 250 um. A
thin chlorinated tracer layer (CgHgCly), 0.3 um thick,
was buried at different depths in the CH foils. The soft x
rays transmitted through the target were analyzed using
time-resolved, flat-field, XUV spectroscopy in the 50-A
spectral wavelength region [8]. The temporal and spec-
tral resolutions were approximately 50 ps and 0.3 A, re-
spectively. The spectral region was calibrated with emis-
sion lines from a carbon plasma and with the carbon K-
shell photoabsorption edge produced by a cold filter. A
pair of parallel, highly polished fused silica mirrors were
used in front of the spectrometer to act as a cutoff filter
for x rays with energies above about 600 eV to reduce
multiple-order effects.

The experimental conditions have been simulated with
a multigroup radiation transport model coupled to the 1D
Lagrangian hydrodynamics code MEDUSA [9]. The radi-
ation transport code uses 116 groups in the 0-100-keV
energy region. Group-averaged Planck mean opacities
are used and are calculated in-line with the hydrodynam-
ics assuming LTE from a screened-hydrogenic, average-
atom (AA) model similar to XSN [10]. The assumption
of LTE was assessed using a non-LTE AA model to cal-
culate the average atomic level populations for the pre-
dicted plasma conditions. It was found that LTE was a
good approximation during most of the simulations. In
the calculations, a CH foil was heated with an x-ray pulse
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whose temporal behavior was that measured experimen-
tally from the rear of a burnthrough foil when no sample
target was present for similar experimental conditions.
At the peak of the x-ray pulse, the spectrum was assumed
to be Planckian. The introduction of additional spectral
features to simulate M-, N-, and O-shell emission was
found to have little effect on the results. The x-ray con-
version efficiency from the burnthrough target was es-
timated from time-resolved and time-integrated XUV
photodiode measurements taken under similar experimen-
tal conditions when a value of (5.5 % 2)% was found [11].
The value used in the 1D simulations was adjusted to give
the best agreement with the experimental measurements
to account for the geometrical coupling of the source
emission to the target and variations in the conversion ef-
ficiency. MEDUSA uses a Thomas-Fermi equation of state
(EOS) to describe the electrons with corrections to give
correct solid density, while the ions are described by a
perfect-gas EOS. Energy transfer by thermal electrons is
calculated using flux-limited conduction. Simulations
performed both with and without thermal electron con-
duction included in the calculation showed no noticeable
differences in the predictions.

Detailed spectral analysis of the experimental results
has been performed using a spectral analysis package
(SAP) containing an extensive atomic database (oscilla-
tor strengths, level, and transitions energies) generated by
a multiconfiguration Dirac-Fock (MCDF) atomic physics
code [12]. In the calculation of the transition energies,
the initial and final atomic states are optimized separately
[13]. Tlonic distributions are calculated with the Saha
equation (i.e., assuming LTE). The line shape is taken to
be Lorentzian with a width given by an approximate ex-
pression [14]. Bound-free cross sections have not been in-
cluded for chlorine but this is not expected to affect the
results. Synthetic absorption spectra are generated from
the calculated opacities by solving the time-independent
equation of transfer in one dimension for a given plasma
density, temperature, and thickness. The predicted spec-
trum is convolved with the instrumental function, in this
case taken to be a Gaussian with a FWHM given by the
instrument resolution. Plasma conditions are inferred by
comparing the predicted spectra with those observed ex-
perimentally. Calculations were performed for the tracer
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FIG. 1. Streaked spectra taken from 2-um plastic targets
with chlorinated tracer layers buried 0.2 um (left) and 1.8 ym
(right) below the surface. Some 2p-3d transitions of F-, Ne-,
and Na-like chlorine are marked.

layer only. The remainder of the target introduces no
discontinuous absorption features in the energy range of
interest and only affects the slope of the underlying con-
tinuum as verified when targets with no tracer layers were
used. The analysis is based mainly on 2p-3d transitions
of F-like to S-like chlorine ions. For Al-like to S-like
ions, some of the relevant transition data could not be
calculated with MCDF. This affects the analysis at early
time only (z < 300-500 ps). A detailed description of
SAP will be presented elsewhere together with a list of all
the bound-bound transitions.

Figure 1 shows a comparison between streaked spectra
obtained from targets with the 0.3-um tracer layer buried
0.2 um (left) and 1.8 um (right) below the surface of a
2-um CH target. The laser irradiance in these cases was
2x10'" Wem ~2 Assuming a 5% conversion efficiency,
this corresponds to an x-ray flux of approximately
(2-5)%10'> Wem ~2 at the sample. The positions of
some 2p-3d transitions of F-like to Na-like chlorine are
marked. The broad band of absorption observed at early
time is due to 2p-3d transitions in chlorine ions with a
partially filled M shell. The sharp fall in the signal below
a wavelength of around 43 A is due largely to absorption
by a combination of the instrumental filters and the
remainder of the target foil.

Several distinct differences between the two spectra can
be observed. When the chlorinated layer is placed 0.2
um below the front surface of the target (front layer), the
band of 2p-3d transitions shifts towards shorter wave-
length (higher energy) more rapidly than when the layer
is positioned at a depth of 1.8 um (rear layer), indicating
a more rapid ionization of the material in the front layer.
This can also be seen from the earlier turn-on of Na-like
and Ne-like absorption features (by ~200-300 ps) in the
spectrum from the front layer. In addition, the chlorine
becomes more highly ionized in the front layer indicating
that a higher temperature is attained here. This can be
seen from the appearance of F-like absorption features
approximately 500 ps after the start of the x-ray pulse.
In contrast, little evidence is seen for the presence of
significant fractions of F-like ions in the rear layer. Also,
the 2p-3d Na-like absorption feature remains prominent
for the layer at the rear of the target whereas it becomes
almost unnoticeable after about 900 ps when the layer is
positioned near the front surface.

The temperature histories of the tracer layers were in-
ferred as a function of time by comparing the experimen-
tal data with detailed, synthetic, absorption spectra calcu-
lated by SAP. Calculations were performed for tempera-
tures between 5 and 50 eV at 5-eV intervals and for den-
sities between 1 and 0.005 g/cm?® with a ratio between
successive values of approximately 2. Figure 2 shows a
comparison between a densitometer trace taken approxi-
mately 900 ps after the start of the emission from the
front layer spectrum shown in Fig. 1 and an absorption
spectrum calculated with SAP for a density of 0.02 g/cm?
and a temperature of 40 eV. For comparison, a trace
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FIG. 2. Traces taken across spectra from Fig. | near the
peak of the emission and a spectrum predicted by SAP for 40
eV and 0.02 g/cm?. Some 2p-3d transitions are marked. For
clarity the spectra have been displaced vertically.

taken across the spectrum produced by the chlorinated
layer positioned near the rear of a plastic target is also
shown. The density is taken from the hydrocode simula-
tion and the temperature has been chosen to give best
agreement between the experimentally measured and syn-
thetic spectra. Figure 3 shows a comparison between the
temperature histories inferred from the absorption spec-
tra shown in Fig. | and those predicted by the radiation
hydrocode using a “best-fit”” x-ray conversion efficiency of
2.5%. The solid curves show the range of temperatures
predicted by the hydrocode to exist in the tracer layers
while the vertical bars show the experimental measure-
ments. The uncertainty in the inferred temperature his-
tories arising from taking the layer densities to be those
predicted by the hydrocode has been estimated by assum-
ing a density error of approximately a factor of 2 when
comparing the experimental and synthetic spectra. This
leads to approximately 10% uncertainty in the inferred
temperatures. The additional error resulting from varia-
tions in the predicted density profiles due to up to a
factor-of-2 change in the x-ray conversion efficiency has
also been included but is substantially less than the 10%
resulting from the factor-of-2 assumed density error of
the hydrocode. The vertical error bars on the experimen-
tal points also include the estimated uncertainty in the in-
ferred temperature both due to the discrete density and
temperature values at which the synthetic spectra were
calculated and due to spatial gradients in the layers
parallel and perpendicular to the target surface. There-
fore, the error bars are not necessarily the same at each
time. It is estimated that the uncertainty in the relative
timings of the experimental and predicted curves is ap-
proximately 100 ps. The onset of the gold emission at
around 45 A is taken to be the beginning of the x-ray
heating pulse. This is because most of the x-ray pulse en-
ergy exists in this spectral region and because the sample
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FIG. 3. Comparison of experimentally measured tempera-
ture histories inferred from the spectra of Fig. | and those pre-
dicted by the radiation hydrocode. The x-ray pulse shape is
shown.

target is no more than approximately one photon-mean-
free-path thick in this photon energy region so that the
measurement of the start of the x-ray pulse is not
significantly affected by the presence of the sample foil.
For reference, the x-ray pulse shape is also shown.

The overall agreement between the experimentally
measured points and the hydrocode simulations is reason-
ably good. In particular, the different shapes of the tem-
poral profiles for the front and rear layers are reproduced
well. In the simulations, the rear layer is “preheated”
(0-400 ps) to temperatures above that of the ambient
CH by radiation mainly in the “carbon window” below
the K edge where the intervening CH is optically thin. A
significant fraction of the x rays in this region are ab-
sorbed in the chlorinated layer due to bound-free chlorine
L-shell transitions. As the layer heats and ionizes, its
opacity in the carbon window region decreases as the
chlorine L-shell bound-free threshold shifts towards
higher energy. As a result, the layer heating rate is re-
duced and a temperature plateau is established (400-800
ps). The intervening CH is heated mainly by x rays in
the energy regions just above and well below the carbon
K edge where the photon mean free path is submicron.
As the material is ionized, the opacity is reduced and, in
particular in this case, the K edge shifts towards higher
energy allowing radiation in this region (a significant
fraction of the source spectrum) to propagate into the
cooler material where it is strongly absorbed. It is the
propagation of this “‘ionization front™ that is responsible
for the step in the simulated rear layer profile at around
850 ps. Bound-free threshold shifting has been identified
as being responsible for enhanced radiation transport into
the cooler material away from the ablation region in
laser-target simulations [15]. This type of behavior may
also be responsible for the shape of the experimentally
measured rear layer temperature history. Similar behav-
ior is not predicted for the front layer because the 0.2 um
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of intervening CH is optically thin to the source over
most of the photon energy spectrum and therefore will
have little effect on the layer heating.

In conclusion, an experiment has been performed to in-
vestigate the x-ray heating in plastic foils irradiated by
intense, approximately Planckian x-ray pulses, generated
by separate, laser-irradiated, high-Z converters. The
temperature histories of chlorinated tracer layers buried
at different depths in the targets were measured with a
novel, time-resolved, XUV, absorption spectroscopy tech-
nique utilizing L-shell transitions of chlorine ions. The
temporal temperature profiles were reproduced well by
radiation hydrocode simulations and the form of the rear
layer profile may result from the propagation of an ion-
1zation front in the plastic foil.

During this work, we have become indebted to many
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Laser Facility for their considerable support and effort
during the experiment; C. Back who was involved in a
previous experiment to measure soft-x-ray conversion
efficiencies from the burnthrough targets; and employees
of AWE, in particular J. Foster, for the loan of a high-
time-resolution flat-response x-ray detector for x-ray con-
version measurements. This work was funded jointly by
the SERC and MoD.
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FIG. 1. Streaked spectra taken from 2-um plastic targets
with chlorinated tracer layers buried 0.2 ym (left) and 1.8 um

(right) below the surface. Some 2p-3d transitions of F-, Ne-,
and Na-like chlorine are marked.



