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Atomic Interferometry Using Stimulated Raman Transitions
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The mechanical eAects of stimulated Raman transitions on atoms have been used to demonstrate a
matter-wave interferometer with laser-cooled sodium atoms. Interference has been observed for wave
packets that have been separated by as much as 2.4 mm. Using the interferometer as an inertial sensor,
the acceleration of a sodium atom due to gravity has been measured with a resolution of 3X10 after
1000 sec of integration time.

PACS numbers: 32.80.Pj, 07.60.Ly, 35.80.+s, 42.50.Vk

The potential utility of atom interferometers has been
previously discussed [1,2]. As sensitive accelerometers
they can be used for a variety of precision measurements
such as a search for a net charge on atoms, fifth-force ex-
periments, and tests of the equivalence principle and gen-
eral relativity. Atom interferometers can also be used in
Berry's phase measurements or in studies of the Aharon-
ov-Casher effect [3]. Finally, since atom interferometers
are also sensitive to the atom's internal degrees of free-
dom, experiments not accessible to neutron or electron in-
terferometry are possible.

Atomic difI'raction from microfabricated matter grat-
ings [1] and from intense standing waves of light [4] have
been experimentally demonstrated, and discussed as a po-
tential means of coherently splitting an atomic wave
function. It has also been suggested that the photon
recoil acquired by an atom when making an optical tran-
sition be used as an atomic beam splitter [5]. More re-
cently, an atom interferometer in a Young's double-slit
diffraction geometry has been demonstrated [6].

In this Letter we describe an atom interferometer
where the atomic wave function of a sodium atom is
coherently split by a two-photon Raman transition be-
tween the F =1, mF =0 and F =2, mF =0 ground states
(hyperfine splitting=1. 77 6Hz) of the atom. With the
laser beams tuned near the 3S]/2-3P3g2 sodium transition,
we have previously demonstrated mechanical eAects of
this two-photon transition: If the two laser beams are
counterpropagating, atoms making the Raman transition
will experience a velocity recoil v„=26k/M=6 cm/sec
[7]. With laser-cooled atoms in an atomic fountain [8],
transit times through the apparatus can approach 0.5 sec,
yielding separations on the order of 1 cm.

Our interferometer separates and recombines an atom
by using a tr/2-tr-tr/2 sequence of Raman pulses. The use
of NMR concepts [9] is appropriate for our situation, and
if the laser detunings from either of the hyperfine ground
states to the excited 3P3/2 state are large compared to the
Rabi frequencies of the laser beams and the linewidth of
the 3P3y~ state, the three-level system discussed here can
be reduced to an equivalent two-level system [10]. First
consider a wave packet with mean momentum p (p is the
momentum component along the direction of the laser
beams) and internal state ~1). The first tr/2 pulse puts
the original state

~ l,p) into a superposition of states
~ l,p)

and ~2,p+2hk). After a time At, the wave packets will

have separated by an amount 2hkAt/M. The tr pulse
then induces the transitions ~l,p) ~2,p+26k) and

~2,p+26k)
~
l,p), and after another interval At, the

two wave packets merge again. By adjusting the phase of
the final tr/2 pulse, the atom can be put into either of the
hyperfine states. If the laser beams are aligned to be per-
pendicular to the motion of the atoms, we have the atom-
ic analog to an optical Mach-Zehnder interferometer as
shown in Fig. 1(a). Figure 1(b) illustrates a configura-
tion where the atomic separation is along the direction of
motion. We used this form of the interferometer to mea-
sure the acceleration of an atom due to gravity.

The final state of the atom depends on the phase diAer-
ence between the two paths 1 2 4 and 1 3 4 of
Fig. 1 during the free evolution of the atom, and the
phase of the atom relative to the phases of the optical
driving fields. Under conditions where the action S
=fvLdt (L is the Lagrangian of the atom) is much
larger than 6, the free-evolution contribution to the
phase of the atom reduces to pf =fr(k, .dx —to, dt),
where p, =6k, and E, =@co, are the classical momen-
tum and total energy of the atom, respectively, along the
classical path I [11]. For the interferometers described
here, the phase diAerence between the two paths is zero
for an atom in a constant gravitational field. This is to be
contrasted with neutron interferometers where the in-
teraction with the beam splitter does not change the
neutron's energy so the phase difference from the fcodt
term is zero, but the fk dx term gives a nonzero contri-
bution [12].

The phase shifts arising from the atom's interaction
with the light do not vanish. The net phase shift between
the two paths can be written in the form Agt =P~ —

P2—$3+$4 (see Fig. 1), where p;=kt x, —co;t; in the limit
where eAects due to the finite duration of the pulse can be
ignored [13]. In this expression, kt =k~ —kq is the
diA'erence of the photon wave vectors, x; the position of
the atom, t; the time the light is pulsed on, and co; the rf
frequency for that pulse. Note that the tr/2-tr-tr/2 pulse
sequence ensures that the net phase shift from the kI. x;
term is velocity independent so that the fringe contrast
can be preserved in the presence of an inhomogeneous ve-
locity distribution.

Phase shifts due to the co;t; term depend on co; for the
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FIG. 1. Diagrams of the zr/2 x zc/2 pul-se -interferometer de-
scribed in the text. The mechanical recoil from the first x/2
pulse coherently splits (position 1) the atomic wave packet. A m

pulse (positions 2 and 3) redirects each wave packet's trajecto-
ry. By adjusting the phase of the second x/2 pulse (position 4),
the atom can be put into either

i 1) or i2). (a) The atom's mean
velocity is orthogonal to the laser beams. (b) The case where
the atom is traveling parallel to the beams (overlapping wave-

packet trajectories are slightly displaced). The inertial frame,
consisting of a beam splitter, mirror, and photodiode, is sus-
pended just above the vacuum can. In our experiment, the
atom is prepared in the i 1) state (solid lines) and detected in

the i2& state (dashed lines).

three pulses. If m; =coo for all pulses, one can show that
Atl)t = —kt g(At), where At is the time between pulses.
This result is equivalent to an expression derived by
Borde [5]. For large accelerations and/or long measure-
ment times ht, it is convenient to change co; to keep in

resonance with the atoms. (The tr/2 pulse must remain a
x/2 pulse as the atom accelerates. ) If the frequency
difference of the light is chirped to stay in resonance with
the atom as it accelerates, the net phase shift is again
zero. If, instead, the three frequencies of the light pulses
[14] are fixed at col =too, coq 3=roo+io~, co4=roo+2co
where ro —ki gAt, then A&i = —ki. g (At ) + 2io At

The experimental apparatus (see Fig. 2) has been de-
scribed in prior publications [7,8]. Briefiy, —10 atoms
were loaded into an optomagnetic trap [15] from a
slowed Na beam. The atomic beam was slowed by a
counterpropagating, frequency-chirped laser. After 0.8
sec the magnetic field used to trap the atoms was shut off,
and the atoms were further cooled in polarization-
gradient optical molasses [16] to a temperature of —30
pK. 500 psec after the magnetic field was shut off; the
—4-mm-diam ball of atoms was launched vertically in a
moving molasses light field by shifting the frequencies of
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FIG. 2. A schematic of the apparatus used to demonstrate
the interferometer illustrated in Fig. 1(b). Atoms were loaded
into an optomagnetic trap, cooled, launched, and then optically
pumped into the F= 1 hyperfine state. Approximately 50 msec
following their launch, the set of Raman beams is pulsed on
three times to drive z/2-x-x/2 pulse sequence. After 135 msec,
atoms in the F =2 state were detected by resonant photoioniza-
tion. The repetition rate of the experiment was 1 Hz. Not
shown are the other set of molasses beams and the atomic beam
used to load the trap.

the molasses beams with vertical components by + 2.9
MHz [7]. The atoms were then optically pumped into
the F =1 hyperfine state.

The two Raman laser beams were derived from a
second dye laser tuned —2.5 6Hz below the F=2 3
resonance. One beam was passed twice through a -30-
MHz acousto-optic modulator while the other passed
through a —1.71-GHz electro-optic modulator. Line
broadening of the transition due to mirror vibrations was
eliminated with a fast servo system that monitored and
corrected the beat note of the two laser beams just out-
side the vacuum can [see Fig. 1(b)]. A beam splitter and
mirror used to overlap the two laser beams were mounted
on an interferometrically stable inertial reference frame
(a —35-kg brass plate suspended from the ceiling by
surgical tubing), and the measured beat note was phase
locked to a stable rf reference by changing the frequency
of the —30-MHz modulator. A random shift in the posi-
tion of the platform during the course of the scan by—A/4 in the measurement time would destroy fringe con-
trast. For each Raman pulse, light at vL and vt —(60
MHz) (where vl is the laser carrier frequency) was first
turned on for 40 @sec to let the servo system phase lock to
the beat note. The rf sideband from the electro-optic
modulator at 1.71 GHz was then pulsed on for the time
required to drive the tr/2 or z pulse.
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Before entering the vacuum can, the Raman beams
were expanded to an —2-cm 1/e diameter. Wave-front
curvature was measured interferometrically to better than
X/10 in the central 0.5 cm of each beam. The vacuum-
can windows were measured to be Hat to at least the same
degree over this area. The beams were centered on the
trapping region and parallel to g to better than 2 mrad.

The three rf frequencies for the tr/2, tr, and tt/2 Raman
pulses were generated by mixing one of three —60-MHz
synthesizers with the 1.64-GHz output of an HP8665A
synthesizer. The 1.64-GHz carrier and 1.58-GHz side-
band were removed with an rf filter, leaving only the
1.71-GHz sideband to drive the electro-optic modulator.
All synthesizers were referenced to timing signals from a
SRS FS700 LORAN-C receiver which has a short-term
stability of 1 part in 10 ''. The relative phases of the
low-frequency synthesizers were synchronized by adjust-
ing the phase of one of the oscillators so that the initial
phase difference Ap =p~ —2pq+p3 was constant, where
t/t;(t) =ru;t+p, is the phase of the ith oscillator. Phase
noise of one of the low-frequency oscillators produced a
20 uncertainty in Ap .

The interferometer signal was derived from the mea-
surement of the Raman transition from the F=1, mF =0
state to the F=2, mF =0 state. Atoms excited into the
F=2 state were resonantly ionized and the ions were
detected by a microchannel plate as shown in Fig. 2. A
bias magnetic field of -85 mG was applied along the
propagation axis of the light to remove the degeneracy
between field-sensitive my=+ 1 ~1 transitions and
the field-insensitive mf =0 0 transition. Since the
—600-kHz Doppler width of the atomic fountain (due to
a spread Avt, „„,,;„=20cm/sec) was much larger than the
—120-kHz splitting between the field-sensitive and field-
insensitive transitions, the field-sensitive transitions were
also excited by the tr/2 and tr pulses. Atoms making the
field-insensitive transition were distinguished from those
in the field-sensitive state by their time of Aight to the

detection region. A horizontally propagating 15-nsec
pulse of 355-nm light apertured to a 4 mm (vertical) X8
mm (horizontal) rectangle intersected a vertically propa-
gating 1-psec pulse of light resonant with the F=2 3
transition. The resonant beam (1/e diameter=5 mm)
copropagating with one of the Raman beams created an
approximately cylindrical detection region that ionized
only those atoms whose trajectories were near the center
of the Raman beams.

Figure 3 shows a scan of cu /2tr versus ionization sig-
nal for the tr/2-tr-tr/2 sequence. The pulses were separat-
ed by 10 msec, and the time required to drive a z pulse
was 65 psec with a 2.5-GHz detuning of the carrier from
the optical resonance. The polarizations of the Raman
beams were crossed linear. Each data point represents 40
fountain launches at a rate of 1 launch/sec. The 25-Hz
linewidth corresponds to a Doppler resolutions d, v/c =Av/
(v~+ v2) of 7.5 pm/sec.

The fringe contrast would be 100% if the pulse length
Bt of the Raman tr/2 and tr pulses were sufficiently short
to address all of the atoms in the velocity distribution of
the atomic fountain, i.e., if (I/8t)/(v~+ v2) &&Avt, „„$ /c.
For the conditions in Fig. 3, the expected fringe contrast
was decreased to 27% because some of the atoms in the
velocity distribution were partially out of resonance with
the driving laser pulses. Consequently, these atoms were
excited but did not see the full tr/2 and tr pulses. The ex-
pected fringe contrast after background subtraction was
observed for 1-ms delay times between pulses as shown in

Fig. 4(a). However, the fringe contrast in Fig. 3 is 12%
and a "best run" with a 40-msec delay between pulses
gave a 7% contrast [Fig. 4(b)]. We suspect movement of
the reference "inertial" frame and wave-front instabilities
in the Raman beams to be the dominant sources of the
loss of contrast at the longer delay times. With improved
engineering, we believe that it should be possible to ap-
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FIG. 3. Interferometer fringes from a frequency scan of the
Raman laser beams when the time between pulses is 10 msec.
The solid line is a nonlinear least-squares fit to the data. The
linewidth of the resonance is determined by the time between
the tr/2 and tr pulses, and is not a free parameter.

Phase (deg. )
FIG. 4. Interference fringes for (a) At =1 msec and (b)

h, t =40 msec pulse delay times. Phase is scanned by shifting
the phase of the rf sideband used for the final tr/2 pulse by the
indicated amount. The heavy lines are nonlinear least-squares
fits of sine functions to the data. In the case of the 40-msec de-
lay time, the maximum wave-packet separation is 2.4 mm, and
the velocity fringes have a width of 1.8 pm/sec.
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proach 100% fringe contrast for measurement times on
the order of At =0.1 sec.

A least-squares fit with a sine function could determine
the center of the fringe in Fig. 3 to ~0.6 Hz. The fitted
uncertainty yields a sensitivity to changes in g at the level
of 3x10 after an integration time of 1000 sec for all
the data shown in Fig. 3. The data in Fig. 4(b) have an
inherent resolution of 6&10 uncertainty. The resolu-
tion was limited by the loss in interferometer contrast, a
background counting rate, and [Iuctuations in the signal
rate. The background counts were due to population of
the F =2 state from spontaneous emission from the 3P3/2
state and they occurred at 20% of the peak signal rate.
Sources of noise included the —10% intensity fluctua-
tions in the Nd-doped yttrium-aluminum-garnet laser,
—25% [Iuctuation in the number of trapped atoms, ran-
dom phase shifts induced by motion of the inertial refer-
ence frame, and pointing instabilities in the laser used to
generate the Raman beams.

An absolute measure of g can, in principle, be deter-
mined with great accuracy. Systematic phase shifts asso-
ciated with magnetic-field inhomogeneities in the present
apparatus were at the —1-Hz level given the 8-mG field
gradient in the interaction region (measured by aligning
the Raman beams to be copropagating and tuning across
the field-sensitive transitions). A deviation from vertical
of the Raman beams by 2 mrad (the upper limit on the
alignment of the beams with the local vertical) will create
a systematic shift in g at the level of 2x10 . Since
these systematic errors decrease quadratically with the
perturbing inAuence, we believe that an absolute mea-
surement of g on an atom can ultimately be done with an
uncertainty better than 1 part in 10 ', and relative mea-
surements should be possible with orders of magnitude
greater precision. With changes in the experimental ar-
rangement, ll/M can also be determined with great accu-
racy through a precision measurement of the recoil veloc-
ity.

We have also operated the interferometer in the Mach-
Zehnder configuration. Working with 2-cm-diam laser
beams, atoms with an upward velocity of 250 cm/sec
were separated by 72 pm using a 1.2-msec delay between
pulses. By working at the peak of a ballistic trajectory, a
delay time of —0.2 sec is possible, giving a wave-packet
separation of 6 mm. In this geometry, it should be possi-
ble to spatially resolve the arms of the interferometer.

The precision of this type of atom interferometer fol-
lows directly from the high-frequency resolution made ac-

cessible with atomic fountains [8], and the use of optical
transitions between ground states of an atom, which al-
lows radio-frequency stability of the excitation with a
Doppler sensitivity in the ultraviolet frequency range [7].
We plan to use this type of interferometer to improve the
tests of the charge neutrality of atoms, tests of the
equivalence principle, and for searches of gravitational
anomalies.
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