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Geometric Phase Shifts under Adiabatic Parameter Changes in Classical Dissipative Systems
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It is shown that a phenomenon analogous to Berry’s phase and Hannay’s angle occurs in dissipative
systems. Adiabatic transport of a dissipative oscillatory system about a closed path in parameter space
produces a geometric shift in the variable parametrizing the limit cycle. This quantity is written as the
integral of a two-form over a surface bounded by the parameter-space loop.

PACS numbers: 03.20.+i

There has been a great deal of interest recently in the
phenomena of geometric phase shifts,! as exemplified by
Berry’s phase? and the Hannay angle.> The starting
point for either is a dynamical system whose Hamiltoni-
an depends on a number of parameters. When these pa-
rameters are allowed to vary adiabatically and return to
their original values, tracing out a closed path M in the
parameter space, a shift in the value of the appropriate
cyclic dynamical variable (beyond the dynamic phase
shift given by the integral of the “instantaneous” fre-
quency) will have occurred. The phase shift so produced
is a geometric quantity, by which is meant that its value
is given by the integral of a two-form over any surface M
bounded by OM. For the Berry phase, a quantum-
mechanical phenomenon, the relevant variable is the
phase of the wave function. For the Hannay angle,
which is classical, it is the angle variable conjugate to the
action. For both of these, the result is dependent upon
the existence of an adiabatic invariant in a related vari-
able: the quantum number(s) and the action, respec-
tively.

We have found that dissipative oscillatory systems,
which have neither Hamiltonians nor adiabatic invari-
ances, nevertheless display analogous geometric phase
shifts. Such systems have attracting limit cycles to
which any point sufficiently near will relax. The phase
variable here is the equal-time parametrization of this
limit cycle. Our strategy will be to formulate the prob-
lem for dynamics on the circle, and then to embed this

system in a higher-dimensional space; the circle becomes
a limit cycle and the dynamics is extended into the or-
thogonal manifold.

An adiabatically varying first-order system on the cir-
cle is given by

dé/dt = (0,u(et)) , (D

where Q is bounded away from zero and is 2z periodic in
0, and u(et) is a slowly varying vector of parameters.
The adiabatic limit corresponds to ¢e— 0. We want an
equal-time parametrization of the circle, which we may
get by writing

0
<P=<I>(9,;4)Ew(/1)_£) dy a(y,u) ™', )
where w(u) is the inverse period were u held fixed. Thus
Eq. (1) becomes
de/dt =w(u) +ei-V,®0,u) , 3)

with ei=(d/dt)u(et). The first term on the right-hand
side in Eq. (3) gives rise to the dynamic phase. The
latter term gives rise to the phase shift, defined by

ao=e [ dti(et) V000, ue)

where 7 is the time to complete the parameter-space cir-
cuit. We may evaluate this expression up to O(¢) by an-
gle averaging the integrand over ¢ (see, e.g., Ref. 4), us-
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ing Eq. (2). Defining the one-form

— o) (f*__de
= {4 J

vV, ®(0,u )} ,

we have, utilizing Stokes’s theorem, and the closedness
of the parameter-space path,

so=J druw)+0e). @

This is the geometric form promised.

We are now prepared to consider higher-dimensional
systems. For the sake of clarity, we will work explicitly
in two dimensions, though with care, higher-dimensional
systems may be handled similarly.® For expository con-
venience we will assume that the intersection of the inte-
riors of the family of limit cycles generated as u varies
over M is nonempty, so that we may adopt polar coordi-
nates and place the origin in this common interior. Now
for each u, the limit cycle is given by r=R(8;u). We
are interested in fluctuations about the limit cycle, so we
change to the variable x=r—R(6;u) and the dif-
ferential equations describing the dynamics will be of the
form

dx/dt=—Af(x,0,u) —ei-V,R(6;1) ,

de/dt = (x,0;u) , )

where £(0,0;u) =0, and we have introduced the parame-
ter A which effectively scales the relaxation time for re-
turn to the attractor. The limiting case A— oo clearly
reduces back to the one-dimensional case, so we are
moved to expand x in 1/A:

x(t,A) = Z]x,,,(t)A_’"+§(t,A).
m=

A basic assumption is that the last term, which contains
information about the initial conditions, decays like
exp(—aAt) for some a > 0; since we will be considering
indefinitely long times, this term will be neglected. We
will evaluate the coefficients x, by substituting this ex-
pansion into the first of Egs. (5), equating coefficients,
and discarding terms of second and higher order in ¢,
which cannot contribute in the adiabatic limit. There
are two crucial observations. First, terms arising with
factors 8”f/dx" will be multiplied by x”. Since x is O(e)

_,; Jew) (*__de !
x(y)—du{ = j; 060 vV, ®60;u) + o)

dlnQ (G;u)
dx
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FIG. 1. Ae for y=2nt/7 (circles), and — Ae for y= —2nxt/7
(triangles), vs 7, the time to complete the circuit, in units of
the oscillator period. Both figures refer to the system of equa-
tions (6) for which we have taken p=0.7979.

these may be neglected. This simply means that we nev-
er get very far from the limit cycle. Second, note that

dx,/dt=(efi-V,+608/00)x,, .

The first operator on the right-hand side produces only
terms which vanish in the adiabatic limit, so we keep
only those generated by the second. Together, these two
considerations prevent any expressions like i or ,u'z from
occurring in the expression for x, and these are precisely
the terms that would prevent our writing A¢ in the form
of Eq. (4). We have

x1=—e@f/9x) ' V,R(Gu) ,
and utilizing the second of Egs. (5),

Q(0,6;,u)08x,,/00 =x,,+,0f/9x(0,0;u) ,

for m = 2. Since each term in the series will be of the

form ez times some function of 6 and u, we may pull out

the €/ and sum the remaining part, writing
x=ei-§(0,u,A) .

Now we may substitute this expression into the latter of

] Egs. (5) and our one-form becomes

£(0,u,A)

I

where all expressions are to be evaluated at x =0. Our expression for this one-form contains the original one-
dimensional expression and a series of new terms arising from fluctuations about the limit cycle, and again A¢ is given

by Eq. (4).

To illustrate these findings we have numerically integrated the following system of equations:

dr/dt=rdR/06+ (R —r), db/dt=r,

(6)

where R =1/[1+pcos(8+ y)]. This system has the interesting feature that the period is independent of the parameters
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FIG. 2. A¢ for w=wo+2xt/7 vs yo at three different values
of .

p and vy, so its dynamic phase is just ¢, yet it develops a
phase shift nevertheless. Clearly, for a phase shift of the
form of Eq. (4), the value obtained by completing a cir-
cuit in one direction must be opposite to that found in
going around the other way. Figure 1 shows A¢ obtained
letting y vary from O to 2z compared to —A¢ going
from 0 to — 2, in a time 7 cycles long. For 7 relatively
small, A¢ fluctuates strongly, and the above-mentioned
relationship does not hold. As 7 grows longer, both
phase shifts settle to the same value, as expected. Fur-
ther, if Eq. (4) is valid, we expect that it will make no
difference what point on the parameter-space circuit is
chosen as initial point. Figure 2 shows that for this sys-
tem, it does in general depend on the initial point, but

that as 7 grows this dependence vanishes, as predicted.
Further numerical experiments and explorations in more
complex systems will be published elsewhere. ¢

In summary, we have shown that the phenomenon of
geometric phase shifts under adiabatic transport around
a closed curve in parameter space is more ubiquitous
than previously realized; that in addition to the Hamil-
tonian systems studied up to now, it occurs in systems
that have neither a Hamiltonian, nor any adiabatic in-
variances, but which do have dissipative relaxation to a
limit cycle. Given the form of the argument presented
here we might be led to conjecture that in any system
where the notion of phase shift after transport about a
closed loop in parameter space is meaningful, such a
phase shift will be geometric.
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