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The electron-beam-breakup transit-time oscillator has been investigated via theoretical analysis and
computer simulation as a high-power microwave generator. Coupling the beam-breakup instability with
the transit-time effect of the electron beam in the cavity, rapid energy exchange between the electrons
and cavity modes can occur. Furthermore, the transit-time resonance naturally leads to narrow-band
output. Driven by a high-current electron beam, the beam-breakup transit-time oscillator can be a com-
pact source for high-power () 1 GW) operation. Good agreements have been obtained between linear
theory and simulation.

PACS numbers: 85.10.Jz, 52.35.Far, 52.65.+z

Many conventional high-power microwave sources '

rely on the axial bunching of an electron beam to excite
electromagnetic modes in various structures. Such
bunching becomes increasingly difficult to produce as the
beam energy y increases; this causes the growth rate to
decrease as 1/y if it scales with the longitudinal beam
plasma frequency. With space-charge-limited currents
decreasing with lower voltages, high efficiency is difficult
to achieve simultaneously with high power () 1 GW).
The klystrode oA'ers a reasonably compact source which
is capable of delivering microwave power at MW levels
with high efficiencies, and the more complex relativistic
klystron can produce microwaves at a few 100 MW
in the multigigahertz range. However, the klystrode ef-
ficiency decreases rapidly when the frequency goes
beyond the gigahertz range. This decrease in efficiency
in the high-frequency range puts a rather severe limita-
tion on its application to high-average-current accelera-
tors.

This problem is also true for the usual transit-time os-
cillators (TTO), such as the monotron, where a con-
tinuous electron beam passing axially through a simple
pillbox cavity generates microwaves if the cavity dimen-
sions are chosen correctly. Electrons traversing the cavi-
ty either gain or lose energy, depending on their transit
time across the cavity and on the phase of the microwave
fields when they enter. Those electrons that lose energy
remain in the cavity longer than those that gain energy.
Therefore, this creates the possibility of net energy
transfer to the fields. However, the required axial
bunching of the beam again results in unfavorable scal-
ing with y. Also the large value of the interaction Q im-
plies that little power can be extracted from the cavity.

The beam-breakup transit-time oscillator (BTO) does
not depend on axial bunching to facilitate energy
exchange with the non axisymmetric electromagnetic
modes. Essentially, in this device the electron beam is

deflected sideways by the finite transverse magnetic field
of a cavity mode such as TM~&p or TE&i&, and then the
electron beam exchanges energy with the mode in pro-
portion to J~ E& and to J,V&E, X&. Here X& is the
transverse displacement of the electron beam. The cavi-
ty mode grows or damps depending only on the transit
time, T =d/v, of the electron beam with axial velocity v

traveling across the cavity of length d. Because the
growth depends only on transverse deflections of the
beam as the beam energy increases, the growth rate de-
creases only as 1/y and the efficiency remains nearly con-
stant.

A standard small-signal gain analysis has been per-
formed to obtain the growth rate of the TM

~ ip mode in a
pillbox cavity due to a continuous, axially injected, rela-
tivistic electron beam. The steps are as follows. First,
the small-amplitude transverse deflections of the parti-
cles from their otherwise straight-line paths, caused by
the electromagnetic mode, are computed. No applied
axial magnetic field is present here. Equilibrium beam
self-fields are ignored also. Second, energy gain by the
fields is determined from —J-E, where J is the per-
turbed beam current. The resulting expression is, of
course, quadratic in the field amplitude. Third, if the
electromagnetic mode has axial dependence, the energy-
gain expression needs to be averaged over beam-injection
phase angles. Fourth, the total field energy in the cavity
is evaluated. Finally, the microwave growth rate is then
obtained as one-half the ratio of the averaged rate of mi-
crowave energy gain to the stored microwave energy in
the cavity.

We can express the vector potential of the TM~ ~p cavi-
ty mode near the axis as

A, =Ao[x cos(cut —p) + y sin(cot —p)],
where co is the mode frequency. Ao and p are the field
amplitude and injection phase angle. The field com-
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yx = —vB» =Apv cos(cot —P),
yy' =vB = ~ Apv sin(rot —p),

(3)

(4)

where the cavity transverse fields are evaluated at the
unperturbed on-axis position of the particle; in our
small-signal analysis we take v and y to be its initial axi-
al velocity and energy. The particle charge and mass, as
well as the speed of light, are set equal to unity for nota-
tional simplicity here. Perturbed axial motion is unim-
portant because the particles are assumed relativistic.
Solving Eqs. (3) and (4) gives

Apv Apvt
x = —

2 [cos(rot —P) —cost(I] + sin(tI,
yN yM

Apv A pvt
y = T-

2
[sin(rot —((I)+sing] + cosp.

yco yN

(5)

The change in particle energy in traversing the cavity is
given by vE, integrated along the perturbed path,

t d/t
Ay= vE, dt

A 0 v cod cod ~ cod2cos + sin —2
N U U V

(7)

The corresponding microwave power is obtained by mul-

tiplying —d y from Eq. (7) by the beam density and in-

tegrating over the beam cross section. The result is

Apv Nd ~ cod codP=vy
z

sin +2 cos —1, (8)
U V U

ponents are given by

E =roc4p[x sin(rot —P) + y cos(cot —P)],
B = ~Apsin(rot —p), Br = Apcos(rot 1(I) . (2)

The single-particle perturbed transverse position is de-
scribed by
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)tr, where l is an even
nonzero integer. Note the maximum growth rate scales
with the frequency co of the cavity mode.

The growth rate in inverse nanoseconds from Eq. (10)
is plotted as a function of the cavity thickness d (cm) in

Figs. 1(a) and 1(b) for the cases of a cylindrical cavity
with radius R =7.5 cm, electron-beam energy V=2.55
MV (0.51 MV), and electron-beam current 1=5 kA
(0.8 kA). The velocity v is taken to be the initial injec-
tion velocity. Space-charge eAects, which would tend to
depress the actual velocity, have not yet been included.
This is a good approximation for an electron beam with
current much smaller than the space-charge-limited
current. More complicated growth expressions for
higher-order modes have been obtained by Godfrey et
al.

We have carried out detailed computer simulations to
compare with the linear theory and more importantly to
estimate the nonlinear saturation state which determines
the efficiency of this microwave generator. Since the un-
stable modes in the BTO device are nonaxisymmetric, it
is necessary to use a three-dimensional code to model the
spatial variations of all physical quantities. The 3D
particle-in-cell code IvORY, which represents azimuthal
variations by Fourier modes, has been used successfully
to model the physics of the BTO interaction in an un-

loaded cavity.

where v is the beam current, normalized to 17 kA. The
microwave field energy in the cavity is defined in the
usual manner, U= —,

' J[E, +B&]dV. The fields given in

Eqs. (1) and (2) are valid only near the axis. Their gen-
eral forms are in terms of the Bessel function J[, and the
field energy U is

(9)
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Here, J ~ is evaluated at g~ =k ~R, the first zero of J~, R
is the cavity radius, and d is the axial length of the cavi-
ty. Finally, the microwave growth rate, or gain, is ob-
tained by dividing P from Eq. (8) by 2U from Eq. (9).
The resulting growth-rate expression is

COI d V (J]gi) 2 cos
U

cod Nd . Ndsin--
U U v

. (10)

Transit-time eAects enter through the sine and cosine
terms in Eq. (10). The growth rate co; is maximized for
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FIG. 1. BTO microwave-source growth rate vs cavity
length. (a) Beam energy V=2.55 MeV and current I=5 kA,
and (b) beam energy V=0.51 MeV and current 1=0.8 kA.
Solid lines are linear theory; points are IvoRY simulations;
dashed lines are space-charged-limited current in kiloamps. In
the simulation results, the rms thermal angle was fixed at
P&/P =0.065, and the cavity radi-us was 7.5 cm.
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FIG. 2. For properly chosen beam transit time across the
cavity, the beam-breakup instability can cause rapid growth of
the transverse-magnetic cavity mode (TM ~ ~o). (a) Axial elec-
tric field E- vs time, (b) E.- vs frequency, and (c) IogE, (t) vs

time. Cavity length is d =15 cm.

The simulations were performed in cylindrical geo-
metry (z, r, 8). A solid relativistic electron beam is in-
jected into a metallic cylindrical cavity which has al-
ready been primed with the TM ~ ~o cavity mode with the
po1arization chosen so that E, varies as cosO with an am-
plitude of 50 kV/cm. With this polarization, the mag-
netic field at the cavity axis of symmetry lies along the x
direction for the TM~ ~0 mode, and the beam is deflected
in the y direction. The resistive loss at the cavity wall
has only a very small eAect in the interaction and is,
therefore, ignored in the simulations. The purpose of
priming the cavity is to facilitate the growth of the par-
ticular mode. The cavity has a radius of 7.5 cm and its
length is varied among simulations to yield the function-
al dependence of the growth rate. The space-charge-
limited current varies from 8.9 to 6.6 kA for d =11-17
cm. In one series of simulations, a solid electron beam of
5 kA and 2.55 MeV is injected into the cavity. The elec-
tron beam has a radius of 1.8 cm. Since no external
magnetic field is imposed, the beam is given a Gaussian
momentum distribution (P~/P, =0.065) in the perpen-
dicular direction (r, O) to maintain radial equilibrium
against self-magnetic pinching as it propagates across
the cavity.

In Fig. 2, we show the time evolution of the
transverse-magnetic cavity mode TMi io and its Fourier
transform. The logarithmic field amplitude is also shown
to confirm the linear growth rate. In this case, the
length of the cavity is chosen to be 15 cm. The frequen-
cy and the growth rate of this mode are found to be 2.43
6Hz and 0.12/ns, respectively. The magnitude of the
growth rate can easily provide significant amplification
of the cavity mode for any electron beam with pulse
duration greater than 50 ns. Further increase in the
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FIG. 3. Electron-beam behavior confirms the physical pro-
cess of the beam-breakup transit-time oscillator.

growth rate can be obtained by choosing an optimal
length of the cavity and/or by using a smaller cavity with
higher TMffo frequency. A growth rate of 0.2/ns has
been confirmed in our simulation with a cavity length of
14.0 cm.

The electron-beam dynamical behavior can be visual-
ized by examining the phase-space structure of the elec-
tron beam at various times during the simulation. Fig-
ure 3 shows a snapshot of the electron-beam real space
[y (i.e., r sin8) vs zl and phase space [mc (y —1) vs z].
At this time, the instability has already saturated. As
the electron beam enters the cavity, it is acted upon by
an oscillatory radial (y-directed) force resulting from the
azimuthal (x-directed) magnetic field of the cavity mode
and its axially streaming motion. Consequently, the
electron beam oscillates with increasing radial motion in
the y direction as it propagates across the cavity. Even-
tually, the radial excursion of the beam can be large
enough for it to strike the cavity wall, causing the
energy-exchange process to stop. The energy phase-
space diagram shows that some electrons at this particu-
lar time have lost in excess of 50% of their energy when
they strike the outer wall of the cavity. The energy loss
is converted into electromagnetic-field energy resulting
in the strong excitation of the TMffo cavity mode. The
average kinetic-energy loss of the electron beam when it
exits the cavity is about 35%.

The comparison of the linear growth rate of TM~ ~0 ob-
served in the simulations with the theoretical prediction
for different lengths of the cavity is shown in Figs. 1(a)
and 1(b). The cavity radius is fixed at R =7.5 cm, and
two cases for the electron beam are shown: (a) beam en-

ergy V =2.55 MeV and current I =5 kA, as discussed
above; and (b) a lower-energy beam with V=0.51 MeV
and current I=0.8 kA. In both cases, our simulation re-
sults show a slight shift in the cavity length for max-
imum growth. We believe this is caused by the elec-
tron-beam space charge on its transit time across the
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FIG. 4. The agreement between theory and simulation im-
proves significantly when the electron-beam current is only a
small fraction of the space-charge-limited current.

cavity. The slightly smaller growth rates obtained from
the simulation may be due to the finite velocity spread of
the electron beam (normalized emittance of 0.2 radcm)
whereas the theory uses a co1d-beam approximation.
However, the overall agreement is very good.

To confirm the effects of beam emittance on the
growth rate, we increased the normalized beam emit-
tance to 0.7 radcm in our simulation, and the growth
rate dropped as expected, but by only 40%. This points
out a further advantage of this concept which has a rath-
er mild dependence on the electron-beam quality.

We have also studied by computer simulation the
eff'ects of electron-beam space charge on the instability.
In Fig. 1(b), the growth rate of the TM~~o mode is
shown for different cavity lengths for the electron beam
with energy of 0.51 MeV and current of 0.8 kA. Since
the space-charge-limited current for the electron beam is
about 1 kA, the substantial radial variation of the
electron-beam velocity is expected to aff'ect the growth
rate. The comparison between the linear theory which
neglects the space-charge effect and the simulation
confirms the deviation. The simulation results of the

electron beam with a lowered beam current of 0.2 kA are
shown in Fig. 4. Here the space-charge effect is much
less important and the agreement is significantly im-
proved.

Our linear theory and computer simulation show that
the BTO appears to be a promising high-power mi-
crowave source. A large linear growth rate () 10%/cy-
cle) has been confirmed in our theory and computer
simulations. This results in the possibility of high-power
extraction from the cavity without quenching the mi-
crowave generation. The efficiency of energy conversion
from the electron beam to microwave radiation has been
shown to be significant. Furthermore, it is not sensitive
to the microwave frequency and has only a very mild
dependence on the electron-beam energy. These charac-
teristics can greatly facilitate its applications, ranging
from high-gradient accelerators to plasma heating in

fusion experiments.
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