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An improved electron-gas model is proposed; it predicts the trends in the chemical potentials, cohesive
energies, surface energies, and work functions of the simple metals. The uniform electron gas is altered
so that it is in mechanical equilibrium at the electron density characteristic of a given metal. This leads
to a new rule for splitting the constant background charge when jellium is cleaved. The trends in the en-
ergetics of metals result.
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Many important problems in metal physics require a
simple starting point, such as the electron-gas model, in

order to be computationally tractable. Examples include
the computation of (l) the vibrational spectra of ad-
sorbed gas atoms or (2) the electronic excitation spectra
at bare metal surfaces (e.g. , multimode plasmons). The
tunneling of electrons (e.g. , in scanning tunneling mi-

croscopy) is another such problem, as is the computation
of the adhesive force between metal half spaces. The
new version of the electron gas presented in this Letter is
expected to substantially improve all these calculations
without introducing additional computational complexi-
ty. It retains the simplicity of jellium while modeling the
electron energy levels with respect to vacuum more real-
istically.

A substantially improved version of the electron gas is

presented. As with the present jellium model, the only
input parameter is the average electron density. Jellium
qualitatively predicts the electronic excitations of metals
(e.g. , the particle-hole and plasmon energy spectra).
However, jellium fails qualitatively if it is used to predict
metallic bonding. This failure will be shown to arise be-
cause jellium is not in mechanical equilibrium. A new
model of the electron gas (the ideal metal) is proposed.
This model is as simple as jellium for most purposes
(e.g. , calculating electronic excitations). Further, it is

constructed to satisfy the condition of mechanical equi-
librium. The ideal metal allows one to model simultane-
ously the qualitative features of the electronic excitation
spectra and the bonding property of metals. In this
Letter, we will focus on showing that the ideal metal ex-
plains the bonding energetics of simple metals.

Jellium fails qualitatively in predicting the bonding of
metals. For example, it predicts negative surface ener-
gies for r, & 2 (where 4trr, /3 = l/n, and n is the electron
density). This pathology arises since the uniform elec-
tron gas is under external pressure. The electrons have
their minimum energy at r, —4. At other densities the
positive background, which is kept rigid by external

forces, imposes a pressure on the electrons to keep them
at the specified r, . Nonphysical external forces are par-
ticularly problematic for bonding (e.g., surface) energies,
which are integrals of the force with respect to separa-
tion.

Utreras-Diaz and Shore' have included the eA'ects of
the ion core in a uniform electron-gas model by modify-
ing the interaction of the electrons and the positive back-
ground. They model the additional electron-ion interac-
tion (not accounted for by jellium) by adding an electron
potential that is a constant inside pseudojellium and zero
outside. As in the present work, this additional potential
can be thought of as incorporating the electron-ion in-

teraction via a pseudopotential that is constant inside the
unit cell and zero outside. Pseudojellium requires an ad-
justable parameter (fixed by the chemical potential) and
gives reasonably good agreement for the surface proper-
ties and cohesive energies of the simple metals. Howev-
er, external forces are still required to maintain equilibri-
um. The work presented in the present Letter is the re-
sult of understanding how these external forces may be
removed. This understanding allows us to predict the ex-
tra electron-ion interaction in an average way, and thus
to fix the additional potential. In contrast to pseudojelli-
um, no parameters beyond the average electron density
are introduced Since the wor. k presented in this Letter
has been completed, Perdew, Tran, and Smith have
presented results that are similar in many ways. Their
work started from an attempt to extend the pseudopoten-
tial point of view.

Below, we first introduce a new prescription for the en-
ergetics of the electron gas. The major change is a new
rule for cleaving the electron gas; the need for external
forces is removed. This prescription ensures that the
uniform electron gas is in mechanical equilibrium at any
specified electron density. We call our approach the
theory of the ideal metal, in analogy with ideal-gas
theory. In this Letter we focus on showing that the
theory of ideal metals can explain metallic bonding qual-
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itatively. One immediate consequence of the model is an
analytical prediction for the chemical potential of met-
als, which we show is in good agreement with experi-
ment. We show that the theory of ideal metals accurate-
ly predicts the trends in the cohesive energies, the sur-
face energies, and the work functions of the simple met-
als.

A consistent picture for the cleavage of the ideal metal
into pieces should satisfy the following conditions: (I) It
should be possible to reassemble the pieces to yield the
uniform electron gas; (2) the reassembled uniform sys-
tem should be in mechanical equilibrium; and (3) only
Coulomb interactions should be introduced in the model
(that is, arbitrary external forces should not be invoked
to explain the interactions between pieces of the back-
ground). These conditions can be satisfied in the follow-
ing way. Imagine that the background (which has densi-

ty np in the equilibrium state) has been split into pieces.
For each piece the positive charge density is chosen to be
uniform and to have a value np within the boundaries of
the piece and zero outside. In addition, we require a B-
function dipole barrier at the surface of the piece of the
background density. This surface dipole barrier is
chosen to have the same value for all pieces and for all
points on their surfaces.

The eA'ect of the dipole barrier can be seen by consid-
ering the interaction of a single electron with one partic-
ular piece of background that is otherwise isolated in
free space. The electron potential is given by

V, (r) =np d r', + Vpy(r) ., , y(r')

Here, y(r) is the characteristic function, defined to be
one within the piece and zero outside. The first term on
the right-hand side represents the electron's interaction
with the charge interior to the piece. The second term
represents the extra electron-ion interaction, since the
effect of the dipole barrier is to cause the electron to see
an additional constant potential Vp inside the piece and
zero additional potential outside the piece.

Now imagine reassembling the system. When the
pieces of background are brought into contact, their di-
pole barriers cancel and one is left with the background
of the uniform electron gas. The effect of the dipole bar-
riers on the dynamics of the electrons can be simply de-
scribed. It causes the electrons to experience a constant
added potential Vo when they are inside the positive
background and zero added potential when they are out-
side. As shown below, the value of the dipole barrier can
be chosen, i.e., Vo can be chosen, so that the reassembled
system is in mechanical equilibrium for the uniform
state.

We now imagine that we have many pieces of the posi-
tive background. The question arises: How do these
pieces interact when they overlap? The positive back-
ground charges of the overlapped pieces add linearly, as

do the potentials. Thus if the local positive background
density is 2nD, then the additional local potential is 2VO.

The following example illustrates the rule, gives an
idea of its origin, and sets the stage for the numerical re-
sults that follow. Consider cleaving the ideal metal into
two half spaces of positive background, and separating
the two pieces along a line that is normal to the half-
space surface. In this case, the additional electron po-
tential (by the definition just given) is Vp inside the
charged half spaces, but zero between them. The two
half spaces may, also, be overlapped. In this case, the
potential is equal to twice Vo in the overlap region and
Vo elsewhere.

The additional potential clearly changes the force be-
tween the two half spaces. We choose the value of the
potential so that the force is zero when the separation is
zero. That is, the ideal metal is in mechanical equilibri-
um for the specified r, . In the present example, this is
the same as requiring that there be zero forces between
the half spaces when they are aligned and have zero sep-
aration.

The fact that there is one value of Vo that allows one
to split the uniform metal into arbitrary pieces and to
maintain mechanical stability may be somewhat surpris-
ing. Here, we analyze the stability of the ideal metal by
dividing it into an arbitrary number of pieces and then
shifting these pieces infinitesimally with respect to each
other. The change in energy can be computed up to
second order in perturbation theory given the linear-
response function of the electron gas. The energy can be
written as

BE =Ei+E2,
where Ei and E2 denote the first- and second-order ener-
gies, respectively. However, the mechanical stability of
the system only requires that the first-order term in the
energy be zero. First-order perturbation theory evalu-
ates the change in the energy due to the change in the
potential while the electron density is kept uniform. We
consider two states: (I) the uniform state at the equilib-
rium density and (2) the state with the background and
potentials overlapped but with a constant electron densi-

ty at the new average electron density n. E ~ is the differ-
ence in energy between these two states and is given ex-
plicitly by

E 1
=N [e,,ll(n) —

e&,p(np) + Vp(n —np)/npl . (3)

Here, no is the average electron density at equilibrium
while n is the average electron density after the various
pieces are shifted. Finally, the energy per electron in the
standard uniform electron gas is denoted by e,,i (nl).

Mechanical stability is obtained by requiring that E~
be zero for infinitesimal shifts in the positions of the
background pieces. Upon expanding e,, (np) about the
equilibrium density and setting E I =0, we find

Vp = —n p (8e„,ii/Bn )„,.
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Equation (4) establishes the additional potential re-
quired to keep the electron gas in mechanical equilibri-
um at the specified density no.

The ideal metal can be used to explain a variety of the
bonding properties of metals. We will present results
below for the chemical potentials, the cohesive energies,
the surface energies, and the work functions of the ideal
metal. The result for the chemical potentials is simple
and analytic, while the surface energy and work func-
tions were computed numerically. Generally, the results
agree in a quantitatively reasonable way for the simple
metals. This is much the same situation that one finds
when the electron gas is used to explain electron excita-
tions (such as plasinons) in metals.

The chemical potential is the energy required to re-
move an electron to infinity, neglecting the surface.
From Eq. (3), the chemical potential p;d„. i of the ideal
metal is shifted from the jellium value by Vo, i.e.,

p'a i
= [Bne,,ii(n)/Bn]„, + Vo.

Using Eq. (4) for Vo, we get the remarkably simple re-
sult

@ideal (n ) e jell (n ) ~

Thus for any r„Vo=e;,~1
—p;, il, where p;, ~~ is the chemi-

cal potential of the uniform electron gas. Equation (6)
has been previously suggested by Hodges based on a
Wigner-Seitz model for the cohesion of metals and a
gradient expansion of the kinetic energy. Note that for
metals with r, = 4.0, such as sodium, Vo is close to zero
and the jellium model is itself "ideal. "

Figure I shows the predicted chemical potentials as
given by Eq. (6) for the ideal-metal model. The parame-
trization of Gunnarson and Lundqvist was used to esti-
mate the exchange-correlation energy here and in the
density-functional calculations that follow. Weinert and

TABLE I. The cohesive energies of the simple metals both
for experiment and for the ideal metal.

Material Valence
Cohesive energy per atom (eV)

Calculated Experiment

Watson have estimated the chemical potentials for most
of the metallic elements based on a combination of first-
principles band-structure calculations, model estimates
of the dipole barrier, and experimental evaluations of the
work functions. These values are compared with the
ideal m=tal in the figure. As can be seen, Eq. (6) accu-
rately explains the trends in the chemical potentials for
the simple metals.

The cohesive energy is the difference in energy be-
tween the metal (the ideal metal in this case) and the
isolated neutral atoms. We estimate the binding energy
of the atoms, using the theory of ideal metals, in the fol-
lowing simple way. Namely, we cut a ball of positive
background charge out of the ideal metal. This ball
serves as our model of the atom. The ball's total posi-
tive charge corresponds to the nominal valence of the
metal; as before, we associate the potential Vo with the
background. We then solved for the energy of electrons
in the resulting potential using local-density-functional
theory and computed the binding energy of the neutral
"atoms. " The resulting cohesive energies are shown in
Table I. As can be seen, our model allows a good under-
standing of the trends in the cohesive energies of the sim-
ple metals. That is, the size of the cohesive energies of
the simple metals can be understood in terms of the uni-
form electron gas and the condition of mechanical equi-
librium.

The surface properties of the ideal metal have, also,
been calculated using the local-density approximation
(LDA) to density-functional theory. The calculation fol-
lows along the lines of the work of Lang and Kohn. We
imagine a uniform half space of the ideal metal filling all
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FIG. 1. Chemical potentials predicted for the ideal metal
and jellium. The crosses show the estimates of Weinert and
Watson. The particular simple metals can be identified by not-
ing the r, 's in Table I.
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FIG. 2. Surface energies predicted for the ideal metal and
compared with the experimental estimates of Tyson and Miller.
The particular simple metals can be identified by noting the
r, 's in Table I.

FIG. 3. Work functions predicted for the ideal metal and
compared with the experimental values. The particular simple
metals can be identified by noting the r, 's in Table I.

space for z & 0; the rest of space, z )0, is imagined to be
vacuum. The additional potential is chosen to be Vo in

the ideal metal and zero otherwise. A similar calculation
was reported in Ref. 1, except that Vo was fitted to the
experimental chemical potential rather than being deter-
mined by Eq. (4). (In a different context, Monnier and
Perdew have calculated the surface energy by, in part,
adding an additional constant potential inside the met-
al. ) The surface energy and work function depend only
on r, in our approximation, and are plotted as the solid
lines in Figs. 2 and 3. The general shape of the curve for
the surface energy seems physically reasonable for r,
& 2. However, the predicted surface energies are sys-

tematically too small by about 25%, which is consistent
with other density-functional calculations. For r, ( 2 the
surface energy reaches a maximum of 1300 ergs/cm at
r, —1.6. This maximum is an artifact of the model. In
fact, the transition metals with r, & 2 have surface ener-
gies much greater than 1300 ergs/cm .

The ideal-metal model does a rather satisfactory job of
predicting the trends in the surface energies of the simple
metals. Figure 2 shows the theoretical results and the
surface energies of the simple metals as estimated from
experiment by Tyson and Miller. The value of r, is es-
timated from the nominal valence of a given metal. The
agreement between theory and experiment might be con-
sidered startling since the only input to the theory is the
average valence electron density of the given metal.
There is no detailed information of any kind and there is
no attempt to model the atomic core at all. The surface
energy of a simple metal is determined by the theory of
the electron gas, once it has been modified to be in
mechanical equilibrium at the density of that metal.

The work functions predicted by the theory of ideal
metals is shown by the solid curve in Fig. 3. The work
functions of the simple metals are denoted by crosses.
As can be seen, the agreement of experiment with the
theory is good.

In summary, a simple model has been constructed for
the energetics of the simple metals. The only ideas used
are those of the electron gas and mechanical equilibrium.
The trend for the chemical potential of the metals is
given analytically in this simple model and is in good
agreement with experiment. Further, the method pre-
dicts the cohesive and surface energies of the simple met-
als, as well as their work functions.
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