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Intrinsic high-frequency oscillations (= 2.5 THz) in current and corresponding quantum-well density
have been simulated for the first time for a fixed-bias voltage in the negative differential resistance
(NDR) region of the current-voltage (I-¥) characteristics of a resonant tunneling diode. Scattering and
self-consistency are included. Hysteresis and “plateaulike” behavior of the time-averaged I-V curve are
simulated in the NDR region. Intrinsic bistability is manifested by the phenomenon of unstable electron

charge buildup and ejection from the quantum well.

PACS numbers: 73.40.Gk

The resonant tunneling of electrons through double-
barrier structures is known to produce a region of nega-
tive differential resistance (NDR) in the I-V relation-
ship. This has been well established experimentally,'>
and a simple understanding of the phenomena may be
obtained through analyzing the transmission coefficient
of the one-dimensional resonant tunneling diode (RTD)
profile."®  Transmission-coefficient-based calculations
can include self-consistency and duplicate gross features
of RTD I-V curves, but they are impractical for simulat-
ing time-dependent nonlinear effects, such as occur when
the bias is suddenly switched (transient response or fre-
quency-dependent behavior) and other time-dependent
nonlinear phenomena such as the high-frequency oscilla-
tions at fixed bias in the NDR region simulated in this
paper.

As the full characterization of RTD devices requires
simulating a time-evolving system, the Wigner distribu-
tion function'® (WDF) approach has emerged as the
most promising method.!'"!> Scattering within the de-
vice and self-consistency '*!*~!7 may be included, and the
WDF approach has the added advantage of lending itself
to a “particle” interpretation.'>'®!® We present here a
more accurate and fully time-dependent and self-con-
sistent quantum transport simulation'® which includes
scattering as a function of temperature and which
demonstrates current oscillations at a fixed bias. We
note, however, that other time-dependent and self-
consistent scattering calculations have been reported pri-
or to the current work,'?"'* but they differ from ours in
some key respects.'® The method we have chosen to in-
corporate self-consistency and scattering allows us to ad-
dress more accurately the controversial “bistability” is-
sue reported “2° and challenged?' previously.

The experimentally reported I-V curves exhibit a
characteristic “plateaulike” behavior>?? and hystere-
sis.2%2! The first view proposed by Goldman, Tsui, and
Cunningham* attributed this entire behavior to “intrin-
sic bistability,” that is, charge is dynamically built up
and ejected from the well, and through an electrostatic
feedback mechanism, two current states exist. Sollner,?!
who represents the second view, disagrees, claiming that

instead of Goldman’s hysteresis being due to a charging
of the well, it is due to external circuit-induced oscilla-
tions of the current in the NDR region of the device.
We have observed intrinsic oscillations (which have a
frequency of roughly 2.5 THz) in the current density in
the NDR region, but not elsewhere along the I-V curve,
and these oscillations are due to a nontrivial interaction
between the electron density (and hence, the self-con-
sistent potential) and the transmission properties of the
RTD. We have also observed dynamical bistability man-
ifested by an unstable buildup of electrons in the well
when the bias is swept in the positive direction, and an
unstable depletion of electrons when the bias is swept in
the reverse direction.

The parameters we used are similar to or the same as
those used previously.'”?> Momentum and position
space are broken up into 72 and 86 points, respectively.
The electron density is 2% 10'® particles/cm?; the com-
pensation ratio for scattering calculations is 0.3; the bar-
rier and well widths are 30 and 50 A; the simulation re-
gion is 550 A; the potential barriers are 0.3 eV, corre-
sponding to Alp3Gag7As; the temperature is 77 K; the
transient time step is 1 fs; a second-order differencing
scheme (SDS) is used to approximate the spatial deriva-
tive, and the Cayley form of the time-evolution operator
is used; the effective mass of the electron is assumed to
be constant across the device and equal to 0.0667m; the
doping extends to 30 A before the first barrier and after
the second; the quantum-well region (170 A) is undoped.
Relaxation time calculations use bulk GaAs parameters
and the chemical potential is found by requiring that
J&ef(€)de= % u(T=0)*? where f(¢) is the Fermi
distribution.'” Dissipation is due to scattering within the
device and the open boundary condition.

A self-consistent equilibrium distribution is obtained
by starting with a neutral charge distribution and then
allowing the system to time evolve by simultaneously
solving the one-dimensional Poisson equation at each
time step to obtain a self-consistent potential profile to
calculate the WDF for the next time step, to an equilib-
rium state for a particular doping profile.?* The WDF
calculated at one bias is then used as the starting point
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for finding the WDF at the next bias step. Because con-
vergence to steady state takes as long as 1000 time steps
or more, obtaining the current over a range of biases can
prove time consuming, even though one time step on a
Cray X-MP computer for the parameters used here
takes less than 3.2 s of CPU time.?’ Accelerated conver-
gence can be achieved with some ingenuity. Near steady
state, the potential does not change significantly; there-
fore, a number of time steps may be taken with the po-
tential held fixed before a self-consistent correction is
made. Therefore, by running the simulation in time in-
crements of typically 50 fs before a self-consistent
correction to the potential is made, and then taking the
average of the initial and final distributions as a new
starting distribution for the next increment, the CPU
time for convergence is decreased by an order of magni-
tude. This “accelerated convergence technique” (ACT)
achieves the steady-state WDF in a fraction of the CPU
time that would be required if the potential were self-
consistently calculated per time step (the ‘“natural” or
physically based approach); to obtain the correct
steady-state distribution, the final ACT state is then fur-
ther time evolved in the natural manner to ensure that
the current across the device remains uniform across the
device and constant over time.

In the NDR region, however, ACT fails to give a cur-
rent which is uniform across the device and constant in
time. Indeed, unlike the non-NDR biases, the final ACT
current calculated for an NDR bias has a standard devi-
ation which will grow (within limits) when the natural
time evolution is then performed on the distribution ob-
tained from ACT. This represented our first clue that
oscillations in the current exist in the NDR region. To
get the NDR currents, we used only the natural time-
evolution approach and performed 1600 time steps per
point on the I-V curve (double this amount at the end
points on the hysteresis loop). For the parameters we
used, the oscillations occur for biases between 0.23 and
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FIG. 1. Current as a function of applied bias. “Linear

drop” refers to (non-self-consistent) simulations in which the
bias was assumed to linearly decrease across the quantum-well
region (Ref. 23). The NDR region occurs between biases of
0.23 and 0.32 V.

0.32 V.

The current evaluated in the NDR region is dependent
on the direction in which the bias voltage is swept from
the non-NDR regions. Starting from two distributions
which have uniform and constant currents on opposite
sides of the NDR region (0.18 and 0.35 V were the start-
ing biases, Fig. 1), the bias is then incrementally in-
creased (in the case of 0.18 V) or decreased (in the case
of 0.35 V) and allowed to come to steady state naturally
before the next bias increment is performed; the incre-
ments in bias were taken to be 0.01 V. The decreasing
bias simulations gave small currents which were uniform
across the device and constant for almost all biases in the
NDR region, before dynamical bistability sets in. For
the increasing bias simulations, however, the NDR re-
gion was characterized by more or less periodic oscilla-
tions (Figs. 2 and 3) in the current magnitude at the
drain end (since the source and drain ends have the same
time-averaged currents, we chose to concentrate on the
drain currents). The period of the oscillations was typi-
cally between 200 and 400 fs and the magnitude varied
by as much as 1x10° A/cm?, though the oscillating cur-
rent for the increasing bias sweep takes on values consid-
erably larger than the current obtained in the decreasing
bias simulations when the former is oscillating and the
latter is not. To calculate the I-V points in the NDR re-
gion, the time-evolving current was averaged over several
periods of oscillation. The averaged currents in the in-
creasing bias simulations form the characteristic experi-
mental plateaulike structure in the NDR region.
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FIG. 2. Time evolution of the current for various biases for
the increasing-bias sweep points. At time ¢ =0 fs, the voltage
is increased by 0.01 V. The initial WDF is given by the
steady-state distribution of the previous bias step. For a bias of
0.23 V, the current settles to a constant value. For biases up to
0.31 V, the current is oscillatory, and at 0.32 V, the current in-
itially oscillates with an average value of 5.3x10% A/cm? but
decays into a nonoscillatory state with a value of 7x10* A/cm?
over a time scale on the order of 2000 fs (the bistable case).
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FIG. 3. Time evolution of the current for various biases for
the decreasing-bias sweep points. The current for biases above
0.25 V is numerically constant and uniform, but at 0.25 V, the
current initially is nonoscillatory but slowly increases until it
becomes oscillatory over a time scale on the order of 800 fs.
Only for biases of 0.25 and 0.24 V does the current oscillate;
for 0.23 V, the value of the current becomes constant and
equal to the current for the increasing-bias sweep case. The
bistable case occurs for 0.25 V.

The nonuniformity of the current and the oscillations
themselves are correlated with the filling and depletion of
the electron density in the well, and are similar to the os-
cillations observed after a sudden bias switch when a
linear bias voltage drop was assumed; !’ however, these
switched-bias oscillations rapidly relax over time and be-
came insignificant after 500 fs. The present fixed-bias
oscillations, on the other hand, seem to be driven by the
self-consistency, similar to plasma oscillations, and show
a steady amplitude over the relatively long time of the
simulation (1600 fs). For two I-V points (decreasing at
0.25 V, increasing at 0.32 V), the time-dependent cur-
rent went from a nonoscillatory state to a higher current
oscillating one and vice versa (Figs. 2 and 3). This
demonstrated for the first time a dynamical intrinsic bi-
stability at these bias conditions. This is also manifested
in the bistable charging condition of the quantum well
(Figs. 4 and 5); indeed, the shape of a plot of the calcu-
lated charge stored in the quantum well is very similar to
Fig. 1. The dynamical bistability occurs only at 0.25 and
0.32 V in the NDR region, resulting in the overall hys-
teresis behavior in the /-V characteristics.

Previous theoretical works?® which address the ques-
tion of bistability in the RTD deal only either with
charge-storage effects in the quantum well or with exter-
nally induced high-frequency oscillating currents in the
NDR region. Notably, Kluksdahl ez al., using a WDF
approach, failed to see the intrinsic high-frequency oscil-
lating effects in the NDR region for a fixed bias and
therefore attributed bistability as solely due to charge-
storage effects within the quantum well. Our results
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FIG. 4. Density as a function of position for various times at
a bias of 0.25 V for the decreasing sweep. “Initial” corre-
sponds to the density when the current is in the nonoscillatory
regime. “Peak” and “valley” are the electron-density profiles
corresponding to the current when it is in the oscillatory regime
and at its maximum and minimum values, respectively (see
Fig. 2). “V (initial)” refers to the self-consistent potential in
the initial state and “V (final)” refers to the oscillating state.

show that the intrinsic oscillations have a dominant
influence on the shape of the plateaulike structure and
hysteresis in the I-V characteristics. The current work
reports for the first time a direct numerical observation
of high-frequency oscillations for a fixed bias, whereas
previous work, !4 including ours,'>7'%23 observed the os-
cillations in the transient response to a sudden bias shift.
The presence of the oscillations is temperature depen-
dent: At 300 K with scattering included in the device,
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FIG. 5. Density as a function of position for various times at
a bias of 0.32 V for the increasing sweep. “Final” corresponds
to the density when the current is in the nonoscillatory regime.
“Peak” and “valley” are the electron-density profiles corre-
sponding to the current when it is in the oscillatory regime and
at its maximum and minimum values, respectively (see Fig. 3).
“¥ (initial)” refers to the potential in the oscillating state and
“V (final)” refers to the initial state.
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oscillations and a hysteresis loop were not observed for
the RTD parameters simulated. We believe that ballis-
tic (no scattering) calculations would show larger oscilla-
tions and hysteresis loops.

In conclusion, our simulation shows that intrinsic
high-frequency current oscillations lead to the charac-
teristic plateaulike /-V behavior for an increasing voltage
sweep and that charging of the well at some bias voltages
leads to dynamic current bistability in the I-V charac-
teristic of the resonant tunneling structures. Both of
these effects lead to the experimentally found hysteresis
behavior of the I-V curve. A full quantitative analysis of
the physical transport processes in the RTD responsible
for the high-frequency oscillations is underway. Present-
ly, it seems that the RTD operating in the NDR region
behaves similar to an equivalent circuit consisting of a
resistor in series with a two-branch parallel circuit with
one branch consisting of a capacitor and the other con-
sisting of an inductor and a negative resistor. The pa-
rameters for this circuit were extracted from the RTD
simulations and the circuit does indeed oscillate for a
fixed bias in the NDR. From our preliminary results we
believe that the inductance is due to a phase delay
caused by a correlation between the self-consistent reso-
nant energy level and the incoming electron energies
from the source region; i.e., charge accumulation in the
well tends to align the Fermi level of the source with the
resonant energy level as time evolved, resulting in an in-
ductive delay. A full analysis of the detailed quantum
transport physical processes involved in this phenomena
will be given in a separate paper, and will address the in-
ductance aspects of the RTD transport processes in the
NDR region.
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