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Scaled-Factorial-Moment Analysis of ZOOA-GeV Sulfur+Gold Interactions
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S+Au interactions at 200A GeV were observed using emulsion chambers, permitting measurement of
pseudorapidities in the central region with precision -0.01 unit. Scaled-factorial-moment analyses are
extended to bin sizes smaller than those accessible to other fixed-target experimental techniques. For a

sample of 151 central collisions, moments are calculated using both "horizontal" and "vertical" analysis
techniques. While the moments are found to rise (in a log-log plot) with decreasing pseudorapidity bin

size Bg, their slopes roll oA to approximately zero for Bg & 0.1.

PACS numbers: 25.70.Np, 12.40.Ee, 13.85.Hd, 24.60.Ky

An important feature of central ultrarelativistic
heavy-ion collisions is the presence of significant fluctua-
tions in rapidity density. This phenomenon has been
seen both in cosmic-ray experiments' and in accelerator

experiments. It has been suggested that a quark-gluon
plasma phase transition could give rise to such behavior.
Other collective phenomena such as minijet formation
may also lead to large fluctuations. Therefore, analysis
of the properties of fluctuations is important, Biakas and
Peschanski introduced the method of scaled factorial
moments (SFMs), which was shown to give results in-

dependent of statistical fluctuations inherent in finite
data samples. The behavior of the moments may reveal
fundamental features of the particle production pro-
cess. '
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EMU01 emulsion chambers were exposed to 200A-
GeV sulfur ions at CERN in October 1987. The cham-
bers of seven parallel 780-pm-thick polystyrene plates
coated on both sides with Fuji ET7B emulsion. The
chambers were oriented during exposure such that sulfur
beam entered normal to the plates. The target layer was
a 250-pm-thick gold foil immediately upstream of the
second emulsion plate. In contrast to the conventional
emulsion pellicle technique, tracks can be readily
separated for measurement and the amount of matter in

the path of produced particles is negligible so that secon-
dary interactions and Coulomb scattering are minimized.
Most experimental results, including those presented
here, measure the pseudorapidity ti, = —ln tan(B;/2),
where 0, is the laboratory production angle of track i,
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rather than true rapidity. Tracks with production angles
8; & 30' (rl & 1.32) are detected with nearly 100%
efficiency. Repeated measurements indicate a precision
of approximately 0.01 pseudorapidity unit in the central
region, 2 & g &4, in contrast to conventional emulsion
pellicle techniques which typically have a resolution limit
of -0.1. Details of the chamber design and data-
reduction procedures have been given elsewhere.

The present analysis focuses on central collisions, i.e.,
interactions in which essentially all projectile nucleons
participate. Events were selected which contained fewer
than three singly charged minimum-ionizing particles
within 1 mrad of the beam direction and no projectile
fragments with charge Z & 1. This cut simulates the
effects of small-angle veto triggers in other experiments,
permitting intercomparison of data. Simulation studies
employing the Lund Monte Carlo program ' FRITIOF
show that it efficiently selects central collisions. Results
presented here are from a sample of 151 S+Au events
which meet these criteria. The average charged multipli-
city (for minimum-ionizing particles with rl & 1.32) was
(n, ) =355.

The pseudorapidity range tssII is divided into M bins of

uniform ~~dth &rl =&rl/M. For a single event containing
N tracks in the ~indow h, g, the qth scaled factorial mo-
ment is

k (k —1) (k —q+ 1)
m-I N(N —1) (N —q+1)

where k is the number of particles in the mth bin. The
behavior of Fq as a function of brt (hence of M) is an in-
dicator of the correlation length for fluctuations. For ex-
ample, one might expect an increase in Fq with decreas-
ing Bg until Bg is chosen to be smaller than the scale
length for fluctuations, at which point Fq would become
independent of hrl.

The preceding calculation applies to single events, but
in practice it is necessary to average over an ensemble of
events. Equation (1) can be generalized to include
events of varying multiplicity in several ways. The sim-
plest approach is to use Eq. (1) averaged over the event
sample, i.e., an exclusive average. This procedure
neglects the influence of varying multiplicities on the
SFMs, so an inclusive average, where N(N —1)

(N —q+1) is replaced with (N)q, has been the pre-
ferred method. The latter approach is referred to as the
"horizontal" analysis. The moments are then given by

(F,)„= k, (k; —1) (k, ,
—q+1)

&eyen(g i m 1 (N)q
(2)

where N„,„„is the number of events in the sample, k; is the content of bin m in event i, and (N) is the average multi-
plicity in pseudorapidity window Arl. Results using this mode of analysis suggest power-law behavior of moments
down to the experimental resolution limit Brl =0.1.

With the horizontal analysis, all of the bins are treated uniformly, so some of the variation in the factorial moments is
due to g dependence of the average multiplicity within a bin. The pseudorapidity density distribution is far from uni-
form, as can be seen in the typical g distribution shown in Fig. 1. To correct for this variation, one may adopt an alter-
nate approach referred to as the "vertical" analysis, ' in which

+"k;(k; —I) (k. ,
—q+I)

Fq v
M m I Nevents l I (k„,)' (3)

Here,

+events

(km) Nevents Z km, i ~ (4)

the average content of bin m over the ensemble of events,
is substituted for (N/M). In this formulation the factori-
als are weighted by the average multiplicity for a given
bin rather than the overall average bin multiplicity.

For both horizontal and vertical procedures, we find
that the (Fq) exhibit a rise consistent with a power-law
dependence upon Bg for larger bin sizes, but with slopes
(on the conventional log-log plot) rolling of to approxi-
mately zero near Brl=0. 1 (Figs. 2 and 3). Error bars
represent the standard deviation of Fq over all events and
all bins used. Point-to-point variations in the plots ap-
pear to be small compared to the error bars because the
points represent successive rebinning of the same data
and are therefore strongly correlated.

For a large sample of central S+Au events generated
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FIG. 1. Pseudorapidity distribution for a typical central
2008-GeV S+Au interaction. Two versions are shown to illus-
trate the bin-size dependence of apparent fluctuations. Solid
histogram: 0.25 unit/bin; dashed histogram: 0. 10 unit/bin.
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FIG. 2. Scaled factorial moments for a sample of 151 cen-
tral S+Au interactions using the "horizontal" (inclusive)
analysis in the window 1.32 & g & 5.0. The second, fourth, and
sixth moments are shown, along with corresponding results
from a large sample of equivalent events generated by FRITIOF.

Magnitudes of the FRITIOF moments differ from those of the
data due to a slightly different multiplicity distribution within

the pseudorapidity window hq.

(5)

Horizontal moments corrected in this way are compared
with the corresponding vertical moments in Fig. 3. The
correction procedure should be used with some caution,
since it is derived under the assumption that the argu-
ment of the outer summation in Eq. (3) is independent

of bin location; this assumption is valid only for relative-

ly small windows in the central region, and substantial
variation may occur for windows approaching the target
and projectile fragmentation regions. In the following

by the Monte Carlo program FRITIOF, only the (Fq)H
display a bin-size dependence, as shown in Fig. 2. The

(Fq)y for the FRITIOF events remain constant, indepen-

dent of Bri. We conclude that the rise in the (Fq)H as a

function of decreasing Srl is in large part due to the

overall shape of the pseudorapidity density distributions.
FRITIOF includes conventional short-range correlations,
so the initial rise in the experimental moments at large

Bg cannot be due to, e.g. , decay of resonances. We in-

cluded the effects of y conversion in the gold target, but

even with the added e+e pairs, the vertical moments

for FRITIOF data remained flat.
We have also investigated the dependence of the

SFMs upon pseudorapidity window size and location,
and upon event multiplicities. Because of space limita-

tions, we must leave these results for a forthcoming full

length paper. "
Fiakkowski et al. ' showed that the horizontal mo-

ments can be corrected for the nonuniform shape of the

rapidity distributions by dividing by the factor
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FIG. 3. SFMs for the same data set and window as in Fig.

2, using the "vertical" analysis. For comparison, the solid line
shows the results of the horizontal analysis for the experimen-
tal data (as in Fig. 2), corrected using the procedure of
FiaIkowski er al. (Ref. 14). The dashed line shows the vertical
analysis results for a sample of events generated by the alpha
model (see text). Error bars on the data represented by the
solid and dashed lines are comparable or smaller than those
shown on the vertical analysis points. FRITIQF resIIlts (not
shown) in the vertical analysis are flat for all moments con-
sidered.

discussion we shall concentrate on the vertical analysis
results, although, as shown in Fig. 3, the corrected hor-
izontal data for the windows used are in generally good
agreement.

As seen in Fig. 3, ln(Fq)y rises with decreasing bin
size but the slope rolls oA' to approximately zero. Note
that other reported results from fixed-target experiments
have resolution limits typically corresponding to -0.1 in
6'g and thus do not probe the entire region discussed
here. When we use the limited range Bg & 0.1, our re-
sults are in general agreement with those of other experi-
rnents; i.e., the data suggest uniform log-linear behavior.
We have not fitted slopes to these data, since the slopes
obtained depend strongly upon the windows used.

It is well known that linear dependence of In(Fq)y on

lnBg is a signature of intermittent behavior, but one ex-
pects that for events of finite multiplicity, the linear be-
havior must eventually turn over at suSciently small Bg,
where bins become sparsely populated. As a test of our
sensitivity to finite multiplicity eAects at small bg, we

generated events using the alpha model introduced by

Biakas and Peschanski as an example of intermittency.
The alpha model is a procedure for producing a sta-

tistical distribution containing fluctuations which scale
uniformly as a power law down to an arbitrarily small
scale chosen by the resolution of the simulation. An ini-
tial uniform particle density distribution is repeatedly
subdivided, with self-similar fluctuations imposed in-

dependently upon each subdivision for each partitioning.
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After the final partition, experimental noise is simulated

by selecting the number of tracks in each bin from a
Poisson distribution with mean value given by the model
output. Figure 3 also shows moments calculated for
such simulated events, with a multiplicity distribution
equivalent to that of our experimental sample, generated
with model parameters a =0.27, P =0.1, and v=10,
where P gives the probability per iteration for the oc-
currence of a positive fluctuation of relative magnitude a
and v is the number of partitioning steps. The moments
for the alpha-model events exhibit consistent power-law
behavior down to the smallest inherent scale, showing
that our analysis is sensitive to intermittent behavior
down to By=0.02 even though our data have finite bin
populations. However, for the experimental data in Fig.
3, the moments become nearly constant for Brl & 0. 1 sug-

gesting a change from the intermittent behavior seen for
bg & 0.1.

The same analysis was also performed using azimuthal
angles p; Both the EMU01 data and FRITIOF events
showed constant factorial moments within error, indicat-
ing that this method shows no nonstatistical fluctuations
in the range Bp &0.025 rad, except for the efl'ects of
fluctuations in total multiplicities.

Particle pseudorapidities for a sample of 151 central
2008-GeV S+Au interactions have been measured with

precision -0.01 unit, significantly better than that ac-
cessible to most other experiments. SFMs of the rl dis-
tributions, for windows spanning the central region, have
been calculated using both the "horizontal" (inclusive)
and "vertical" analysis techniques. While the moments
exhibit power-law dependence on Bri for bin widths

twirl & 0.1, i.e. , In(Fv) rises with decreasing Inert, their
slopes roll ofl' to approximately zero for Brl (0.1. This
behavior of the moments indicates that the particle pro-
duction processes in ultrarelativistic nucleus-nucleus col-
lisions produce nonstatistical fluctuations which manifest
themselves in the pseudorapidity distribution on scales
down to -0.1 unit of pseudorapidity; i.e. , evidence of
fluctuations is not observed for smaller scales investigat-

ed, 0.02 (bg &0.1. For a similar study of fluctuations
in azimuthal angle, no dependence of F~(p) on Stt is
found.
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