VOLUME 64, NUMBER 4 PHYSICAL REVIEW LETTERS 22 JANUARY 1990

Measurement of D * Production in Jets from pp Collisions at /s =1.8 TeV
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The production rate of charged D* mesons in jets has been measured in 1.8-TeV pp collisions at the
Fermilab Tevatron with the Collider Detector at Fermilab. In a sample of approximately 32300 jets
with a mean transverse energy of 47 GeV obtained from an exposure of 21.1 nb ™', a signal correspond-
ing to 25.0 = 7.5(stat) £ 2.0(syst) D** — K ¥ 2% x* events is seen above background. This corre-
sponds to a ratio N(D** +D* 7)/N(jet) =0.10 £ 0.03 = 0.03 for D* mesons with fractional momentum
z greater than O.1.

PACS numbers: 13.87.Fh, 14.40.Jz
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The multiplicity of heavy quarks in jets can be calcu-
lated in perturbative QCD, -2 and the leading nonpertur-
bative correction is believed to be extremely small.2 A
substantial deviation from the predictions of QCD would
therefore be interesting. The UA1 Collaboration has
measured the production rate of charged D* mesons in
jets at a center-of-mass energy s =546 GeV.>* In a
measurement based on early data,> the ratio N(D**)/
N(et) was observed to be 0.65 = 0.19(stat) +0.33(syst)
for D*s with fractional momentum z> 0.1, where
N(D**)=N(D**+D*7). A recent analysis* of later
data resulted in the ratio N(D* *)/N(jet) =0.11 +0.05
+0.02. In this Letter we present a measurement of D*
production in jets produced at Vs =1.8 TeV using the
Collider Detector at Fermilab (CDF).

The measurement of D* production in jets from ha-
dronic interactions probes a mechanism different from
that in e e ~ collisions. In e *e ~ collisions the produc-
tion is dominated by jets initiated by ¢ or b quarks
whereas in pp collisions one expects to observe D*’s pro-
duced primarily from gluon splitting into ¢Z or bb pairs. !
A lowest-order parton-model calculation® indicates that
approximately 75% of all jets produced at v/s =1.8 TeV
with transverse energy (E,) between 40 and 60 GeV,
where both jets are in the pseudorapidity® region |n|
< 0.8, come from gluons in the final state, compared to
0.7% from primary ¢ quarks. Thus, even though gluon
splitting is a higher-order process, it is expected to be the
dominant mechanism for D* production in jets. A per-
turbative QCD calculation, including higher-order con-
tributions, predicts the ratio N(D**)/N(jet) for 50-
GeV gluon jets to be between 0.06 and 0.13, integrated
over all values of z.”

We mention here briefly those parts of the CDF ® most
relevant to this study. Vertex time-projection chambers
just outside the beam pipe are used to determine the po-
sition of the event vertex along the beam direction.
Charged-particle momentum information is provided by
the central tacking chamber (CTC), which is immersed
in a 1.5-T magnetic field and provides full coverage in
the pseudorapidity region |n| <1. For vertex-con-
strained tracks, the transverse-momentum resolution is
estimated to be &p,/p, = [(0.0012p,)%+ (0.004)2]'2,
where p, is measured in units of GeV/c. The angular
resolution is approximately &¢ = [(0.3)2+(1/p,)?]'/?
mrad in the azimuthal angle and §(cot8) = 0.0022 in the
polar angle. These values were obtained for Monte Car-
lo tracks which were injected into real data. The CTC is
surrounded by the central calorimeter, which consists of
a lead-scintillator electromagnetic portion followed by a
steel-scintillator hadronic compartment. For the jets
used in this analysis, the E, resolution® has an approxi-
mately Gaussian shape with a standard deviation (o) of
8 GeV for 50-GeV jets.

This work is based on an integrated luminosity of 21.1
nb~' (£15%) from a run at the Fermilab Tevatron
during which a total of 26.9 nb ™' was collected. The

events used in this analysis passed a hardware trigger
that required a minimum total £, summed over calorim-
eter towers in coincidence with at least one particle in
each of the upstream and downstream scintillation
counters. In the region 1.0 < || <4.2, only the elec-
tromagnetic calorimeters were included in the trigger.
The E, thresholds were set at 20, 30, 40, and 45 GeV de-
pending on the luminosity. A total of 1.5%10° such
triggers was recorded. Jets were identified according to
a fixed-cone clustering algorithm'® with a cone size'' of
AR =1.0. The events were then required to have at least
one jet with E, greater than 20, 25, 40, or 40 GeV de-
pending on the trigger threshold. In addition, the event
vertex was required to be within 60 cm of the center of
the detector along the beam axis. These criteria were
satisfied by approximately 38 300 events.

Jets were required to have 0.1 < | | < 0.8, where 7 is
the centroid in pseudorapidity as measured from the
center of the detector. The energies of these jets were
corrected'® for nonlinear calorimeter response, energy
deposited in uninstrumented regions, energy lost outside
the clustering cone, and the energy added from the “un-
derlying event,” i.e., that energy which is not associated
with the hard parton scattering. The correction typically
increased the jet E, by 25%. The jets were then required
to have corrected E, > 30 GeV. Approximately 32300
jets satisfied these criteria. The data sample is summa-
rized in Table I.

The D* search was performed using the standard
scheme'? where one looks for the decay sequence D**
— D% ™", D°— K ~x* as well as the charge-conjugate
modes. The small Q value in the D* decay to D°x pro-
vides a powerful handle on background rejection. How-
ever, the combined branching ratio for the decay se-
quence is 2.4% '? so that, even with good reconstruction
efficiency for D*’s, one needs a large sample of jets to
observe a D* signal.

Charged-particle tracks in the CTC were reconstruct-
ed and constrained to the event vertex. The tracks were
required to have p, > 0.3 GeV/c and |n| <1.2. Loose
track-selection criteria based on the number of hits and
the number of segments on the track were then applied.
K-n and K-m-m mass combinations were then formed
where both kaon and pion assignments were tried for all
tracks. To associate the K-z-r system with a jet, the
momentum of the system was required to be such that it
was in the same hemisphere as a central jet. In cases of
ambiguity, the closest jet in 7-¢ space was chosen.'* The
following additional cuts were then applied (see Table
ID).

(1) For each K-m combination, we required | Mk,
—MDoI < 34, where & is the uncertainty on Mg, com-
puted by propagating the track-parameter uncertainties
(quoted earlier in this Letter) for the K and the n. &
differs slightly from 1 standard deviation in Mk, because
correlations between track parameters were ignored. For
Monte Carlo D*’s, & ranges from 4 to 70 MeV/c? with a
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TABLE I. The event sample used in this analysis, separated by triggers. The right-most
column shows the average corrected E, of the jets in each trigger sample.

Number of

Trigger threshold events (10%)

Number of

jets (10%) Average jet E,

(GeV) after event selection after jet selection (GeV)
20 1.6 0.7 39.0
30 28.4 23.8 42.7
40 4.0 3.7 58.8
45 4.3 4.1 59.7

Total 38.3 323 46.6

mean of 19 MeV/c2.

(2) The polar angle of the kaon momentum vector in
the D° rest frame was required to have | cos6* | <0.8.
This cut preferentially rejects background events since
the typical opening angle between tracks in jets is small
compared to the opening angle between the daughters of
DO decays.

(3) The fractional momentum of the K-7-7 system,
z=p (Knr)/Eju (evaluated in the laboratory frame),
was required to be greater than 0.1. The quantity
pr(Krnn) is the longitudinal component of the momen-
tum of the K-n-7 system along the jet axis.

Figure 1(a) shows the mass difference AM =My,
— M, after all the cuts. A control sample, shown in the
inset, is obtained from the ‘“‘wrong-sign” mass combina-
tions, i.e., K * 7 ¥ 2% with the same cuts. A clear excess
is seen in the bin centered at 145.3 MeV/c?, consistent
with the world-average value for the D*-D° mass
difference of 145.45+0.07 MeV/c2.'> As a further
check of the background, the AM distribution for the
“sidebands,” where 38 < IMK,,—MDoI < 65, was exam-
ined. The distribution was found to be smooth and con-
sistent with the wrong-sign distribution. To estimate the
background under the peak, the AM distribution of Fig.
1(b) was fit to a Gaussian distribution in the peak region
along with a background distribution parametrized as
a(AM —m,)®. Simultaneously, the fit was performed on

the wrong-sign distribution without the Gaussian term.
Defining our D* signal region by 144.5 < AM < 146.5
MeV/c?, we estimate that there are 25 D**
—K*z*x* eventson a background of 25 events, with
a statistical uncertainty of ® 7.5 events. The systematic
uncertainty on the background subtraction was estimat-
ed to be *2 events by fitting with and without the
wrong-sign distribution and by varying the fitting func-
tion, the binning, and the region over which the fit was
performed. For the distribution of Fig. 1(b) the parame-
ters for the Gaussian are a mean of 145.2+ 0.2 MeV/c?
and a o of 0.56 +0.18 MeV/c? where the uncertainties
are statistical only. The width of the Gaussian is con-
sistent with Monte Carlo expectations.

The efficiency was determined as a function of jet E,,
the fragmentation variable z, and the charged-particle
multiplicity by reconstructing Monte Carlo D* tracks
which were injected into real jet data. Folding in the ob-
served jet E, spectrum, we obtained the efficiency as a
function of z as shown in Fig. 2 for two values of the
track multiplicity. The average efficiency for z > 0.1 was
derived by folding in the observed z distribution for
D*’s, obtained by breaking up the AM distribution into
(coarse) z bins and computing an excess of D* events
above background for each bin. For z > 0.1 an average
efficiency of (37 £9)% was obtained where the uncer-
tainty is dominated by systematics. The major sources

TABLE II. The effect of the cuts applied to the tracks in this analysis. The efficiency of
each of the cuts for D*’s which were reconstructed with z > 0.1 is also listed.

Number of
track combinations

Efficiency
for D*’s (z>0.1)

pi>0.3GeV/e, [n] <1.2
Track reconstruction
1500 < Mk, < 2400 MeV/c?,
138 < AM < 178 MeV/c?
| MKK_MDO‘ < 34,
144.5 < AM < 146.5 MeV/c?
| cos6* | <0.8
z>0.1

After all cuts

0.85+0.04
0.64+0.10
4.54x10*
90 0.78 £0.09
61 0.84 =0.02
50 0.37+0.09
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FIG. 1. (a) The mass difference AM =Mg. — M, after all
the cuts. The dotted line is the same background function as
shown in (b). Inset: The mass difference for the wrong-sign
mass combinations, i.e., the combination K ¥z ¥ 7 ¥ instead of
K Frx*z*. (b) The mass difference shown in finer detail in
the region of the peak. The curve is a fit to a Gaussian distri-
bution plus a background function parametrized as
a(AM —m,)°.

of uncertainty are our insufficient knowledge of the
charged-particle multiplicity in events in which D*’s are
produced, and the uncertainty in the mass resolution for
low-momentum D*’s.

Using a Monte Carlo simulation, we estimate that the
true number of events produced with z > 0.1 differs from
the number observed by a multiplicative factor of 1.1
+ 0.2 due to the jet E, resolution and the uncertainty in
the jet energy scale. The uncertainty in the correction
factor was estimated by varying the energy scale, the
shape of the z distribution, and the magnitude of the jet
E, resolution.

To derive the number of D* £ per jet, the number of
D** - KFptg* decays observed was corrected for
the efficiency (see Table I1) and for the jet E, resolution.
Using the Mark III branching ratios,'> we obtain
N(D**)/N(jet) =0.10+0.03+0.03 for D*s with
z>0.1 in jets with an average E, of 47 GeV. This is
consistent with previous measurements by the UA1 Col-
laboration>* at /s =546 and 630 GeV for jets with an
average E, of 28 and 43 GeV, respectively. Estimates
from QCD predict N(D**)/N(jet) to be in the range
0.06-0.13 for 50-GeV gluon jets, where these predictions
have been integrated over all values of z. To estimate
the effect of our cut requiring z > 0.1 on this prediction
we used the lowest-order formula for the z distribution of

0_6‘[—r7ﬁ*'Y‘~rYT7’TIII1Y1T'IIT—r—T‘r—'—‘

e |
% i

EFFICIENCY

+
0.2 §
|

O HIGH MULTIPLICITY

X AVG. MULTIPLICITY j
4

OO ‘%4 N IR BT A P B L1
00 0.2 04 0.6 (O]
z

FIG. 2. The overall efficiency for D*’s as a function of the
fragmentation variable z for different track multiplicities in
Jets. The crosses show the efficiency for average jets and the
open circles show the efficiency for jets with multiplicities typi-
cally 2 times higher.

charm quarks in gluon jets'® folded with parametriza-
tions of charm fragmentation into D*’s.'” We find that
approximately 20% of the D*’s are produced below our
cut at z=0.1. Although higher-order contributions are
expected to increase this percentage, we conclude that
QCD predictions are consistent with the measured re-
sults.

The observed D*’s are concentrated at low values of z;
approximately 70% of the observed signal is between
z=0.1 and 0.2. Within the limited statistics, this is con-
sistent with a previous UA1 measurement.> As pointed
out previously,> the soft fragmentation function is
different from that seen for D*’s produced in e *e ~ col-
lisions and can be interpreted as further evidence of the
dominance of gluon splitting over gluon fusion for the
production of charm in high-E, jets.
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