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Pairing Instabilities of the Extended Hubbard Model for Cu-0-Based Superconductors
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We use weak-coupling methods to calculate the eff'ective interaction between quasiparticles induced

by charge and spin Auctuations in a three-band model for the copper-oxide superconductors with both
intersite and intrasite repulsion. The instabilities to superconducting states of diAerent symmetries are
calculated; besides the d-wave superconductivity near the antiferromagnetic instability, we find that ex-
tended s-wave superconductivity is favored by a charge-transfer resonance close to a valence instability.
A phase diagram similar to experiments is obtained.

PACS numbers: 74.65.+n

It is a common feature of conventional superconduc-
tors that the transition temperature is raised by the prox-
imity to a structural instability. Equally, it is expected
that electronically driven superconductivity will be
enhanced close to a magnetic or charge fluctuation insta-
bility, because there will be present low-energy fluctua-
tions which enhance the effective interactions. In a
three-band model with on-site and nearest-neighbor
Coulomb interactions, there are at least three instabili-
ties which can be important. These are the spin-den-
sity-wave (SDW, or antiferromagnet) and charge-
density-wave (CDW) instabilities, driven by intraband
processes, and the charge-transfer instability (CTI)
driven by interband coupling induced by the Cu-0 in-
teraction. Close to half filling, and for nearly perfect

nesting, either the SDW or CDW will dominate, depend-
ing on parameters. However, for larger values of the
doping, it was found that the dominant charge-
fluctuation instability was the CTI, which corresponds to
a valence instability of the Cu and 0 charge.

In an earlier paper, ' we calculated the charge and spin
fluctuations in a three-band model for a two-dimensional
square Cu02 plane. In the present paper we calculate
the effective particle-particle interaction and examine the
question of superconductivity in the weak-coupling limit.

We use a Hamiltonian for the Cu02 planes in a tight-
binding basis which is an extended Hubbard model
defined on the d„2 y2 orbital for Cu and the (a)p„orbit-
al on one of the two 0 atoms in the unit cell and the
(a)py orbital on the other:

(2)
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Here e = —,
' (Ed —Ey ), r;~

= + t = + 1, and we have included a repulsive U on Cu and 0 as well as the nearest-neighbor
repulsive V. The notation (ij) specifies nearest-neighbor summation; t is the direct Cu-0 overlap and t' is the nearest-
neighbor 0-0 overlap. The band parameters e and t include the Hartree-Fock renormalizations, and Sn; =n; —(n;).
Holding e fixed while varying n, U, V, etc. (as we shall do) requires that the "bare" Ed E~ must also —be changed. The
band filling is written as n = —, (1 —8), so that 6 is the hole concentration. This model has been studied already by
several techniques.

We begin by solving for the particle-hole T matrix from the Bethe-Salpeter equation, which leads to an effective in-

teraction of a form factorizable in terms of particle-hole basis functions g':

V,a(aiak+q;o2Pk o3P'k';o4a'k'+q) =gg,'&(k, k+q)g', p
(k', k'+q) [I "(q,co)6i &63 4+I,"(q,co)oi 2 a3 4],

V

Here a, P, . . . , refer to orbitals and the subscripts in
numerals are spin indices. The kernel of the interaction
term of Eq. (2) results from the solution of the matrix
equations

rp, =[1—2vp, P] 'vp, , (3)
where vg, (q) are the bare interactions, and P'~(q, co) is
the particle-hole polarizability in the basis of the gs.
We have suppressed the indices and q [=(q,co)] depen-
dence for clarity.

We now take a conventional approach to study the su-
perconducting transition by using the effective interac-

tion V,&, Eq. (2), as the bare interaction in the particle-
particle channel. Solution of the particle-particle T-
matrix equation leads to the equation for the gap func-
tion p (p ) at T„

0(p, co„)= T, Z Vs(p, k, co„—v„)
k Vn

x [v„+E(k y„) ] 'y(k, v„) .

We have included only intraband pairing terms here,
E(k, v„), and u, (k) are the energy and wave function of
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the conduction band, and co„,v„are fermion Matsubara
frequencies. The singlet interaction V~ is obtained from
the eAective interaction of Eq. (2):

Vs (p, k, ro„—v„) =gg'(p, k)gj( —k, —p)

&& [r,' (p —k) —3I-,'i(p —k)], (5)
where

g'(p, k) =g g.'p(p, k) u. (p) up(k) .
aP

We solve Eq. (4) by expanding the gap function p(p)
in square harmonics, keeping terms to second order (al-
lowing up to second-neighbor correlations in real space).
This allows for gap functions with Mls ("extended s"),
B]g (d 2 y2), or 8zg (d„~ ) symmetry in the singlet chan-
nel. Equation (4) is most conveniently solved as an ei-
genvalue problem, being rewritten (in an obvious nota-
tion) as

[I —VII] y =A, y, (6)
with the transition temperature being defined by X(T, )
=0

We first present results for calculations using the bare
Green s functions for quasiparticles. The dominant in-
stabilities in the particle-hole channel are then either a
SDW (for large U) or a CDW (for large V) with wave
vectors near (x, x); both of these instabilities involve

principally the Cu. In Fig. 1 we show the results as a
function of U and V at a hole concentration of 6=0.2,
with a=0, t'=0.5. In the figure, we mark all instabili-
ties from the metallic state, although some of them will

be preempted by other transitions. The superconducting
transitions are indicated only when their transition tem-
peratures T, exceed 10 t. As would be expected, we

find that a nearby antiferromagnetic instability (solid
line) promotes d-wave (Bls) and extended s-wave [A lg,
with a gap function principally of the form cos(k, a)
+cos(k~a)] superconductivity. We find that the transi-
tion temperatures for d-wave pairing are invariably
higher in the vicinity of the SDW instability. Similar re-
sults for the single-band Hubbard model have been
found by others. In the vicinity of the CDW instability,
we find a weak tendency for d ~ (82g) symmetry pairing,
but the region where T, exceeds 10 t is too narrow to
display in the figure. Both 82g and also an extended s-
wave (A ls) pairing instability with similar T, are
driven by the q —0 charge-transfer resonance (CTR) of
A&g symmetry, ' the mode which softens at the CTI. Of
course, in Fig. 1, neither the CTI nor the associated su-
perconductivity is accessible because they will be pre-
empted by the CDW instability.

It was argued earlier' that the CDW instability is
strongly suppressed by the inclusion of self-energy
efI'ects, and the dominant mode in the charge-Auctuation
channel is then the q-0 CTR of Rig symmetry. In Fig.
2 we show the results including self-energy corrections
(to second order) for the quasiparticle propagators. For
the calculations of superconductivity, we use a quasipar-
ticle approximation (with effective-mass correction de-
termined from the self-energy) while the full dynamical
self-energy correction was included in the calculation of
the particle-hole vertex of I . The results are qualitative-
ly as found in Fig. 1 but with the suppression of the
CDW instability; we find a sizable region of d-wave su-
perconductivity at small V, and a narrow region of ex-

CDW

/
CTI

V
FIG. l. Instabilities of the paramagnetic metallic state to ei-

ther SDW, CDW, and CTI as well as the associated supercon-
ducting states, in a calculation neglecting self-energy correc-
tions.

V

FIG. 2. Phase diagram as a function of U, V calculated for a
hole doping of 0.2, including second-order self-energy correc-
tions in the quasiparticle propagators.
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effective interactions I near the instability. The interac-
tion does not have a strong frequency dependence, so we
use the BCS approximation of treating it as frequency
independent up to a cutoff. Calculations with the full
dynamics of the interaction will be published separately.

From Fig. 3, it appears that s-wave superconductivity
with T, in the range of 10 t is possible in the narrow
composition region near the CT instability. In drawing
conclusions regarding the Cu-0 materials, the limita-
tions (and strengths) of the weak-coupling methods
should be kept in mind. We were forced to work with
U/t not exceeding about 4 because for larger values the
antiferromagnetic (AFM) instability prevails over a
much wider range of composition in our approximation.
It is generally accepted' that the on-site interactions U
are larger than those employed here; in our calculation a
larger U will suppress charge fluctuations and push the
charge-transfer excitation to higher energies. Such a re-
sult is an artifact of the Hartree-Fock approximation,
and the Hartree-Fock band structure is clearly defective
in that it predicts too much Cu character at the Fermi
level. Gutzwiller" or slave-boson ' approximations do
not have this shortcoming; with the same model they
cease to give an AFM ground state for 6)0.05 and U/t
= 6. More sophisticated calculations of the overall
charge density show a reduction of the relative Cu char-
acter at EF, while charge fluctuations at low energy not
involving double occupation of the Cu sites persist. "
The value of T, calculated here depends sensitively on
the relative charge on Cu and on oxygen, and will

change with the approximation used. The variation of
T, with composition depends on the details of the varia-
tion of the charge-Auctuation spectrum with composi-
tion. In better approximations, this will be smoother
than calculated here, and so will be the T,.

We do expect, however, that the general qualitative
features calculated in the generalized random-phase ap-
proximation are correct. We find that the metallic phase
exists only for a limited range of composition bounded on
one side by the AFM instability and on the other by the
CTI. Although we have presented data here only for
|.=U~ =0, we have found that the structure of the phase
diagram is not changed for different parameter values,
although the positions of the phase boundaries are
moved. In particular, increasing t. favors antifer-
romagnetism at smaller Ud, and increasing U~ or Ud
pushes the CTI to larger values of V; the effect of U~ is
much weaker than Ud because there are twice as many
0 sites and the hole double occupancy on oxygen is
small. However, in a11 cases we find near the CTI a re-
gion of s-wave superconductivity with significant T, ;
near the SOW, d-wave pairing is stable.

For a given set of bare parameters there are two self-
consistent (Hartree-Fock) values of e beyond the CTI
with a critical point at a=0. They correspond to dif-
ferent sets of Cu-0 charges, typically differing by
(10-20)%. The CTI signals this charge-disproportion-

ation instability among different unit cells and is in ac-
cord with the inability to dope these materials (and
maintain a homogeneous phase) beyond a critical con-
centration. Our calculations at e—0 make use of the
fluctuations near this instability for superconductivity.
Note that the A ig CTR couples to phonons of the same
symmetry; there are no such modes for a single layer
(except uniform compression), but a coupling to out-of-
plane vibrations, particularly of the O(4) atom, is ex-
pected.

The CTR is not found in the one-band Hubbard mod-
el, or a multiband model without charge-transfer fluctua-
tions driven by interatomic repulsion terms in Eq. (I).
These terms represent the Madelung energy of these ion-
ic solids, and play a dynamical role when

i Fd —F~ i

&&4t. We have shown that these modes do promote s-
wave superconductivity, leading to a phase diagram
whose general features are found in the real materials.
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