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Phase Transitions in Self-Dual Ising Models with Multispin Interactions and a Field
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We investigate some two- and three-dimensional Ising models with multispin interactions and a field,
by means of Monte Carlo simulations. The phase diagram of these models contains a self-dual line,
along which we have searched for the presence of a phase transition. In both two and three dimensions
we give examples exhibiting a first-order transition along a part of the self-dual line. These first-order
lines end in critical points, which are classified as Ising-type in terms of universality. A lattice-gas inter-
pretation of these models clearly shows their similarity with gas-liquid systems.

PACS numbers: 05.50.+q, 64.60.Cn, 64.70.Fx, 75.40.Mg

We consider a general class of d-dimensional, simple
hypercubic Ising models with multispin couplings and a
field described by the reduced Hamiltonian

n—1

—ﬂ—-—KZHS,ﬂ,—HZS,. 1)

kT r i=0 r
The spin position vectors r have d arbitrary integer com-
ponents. The n vectors a; specify the multispin interac-
tions. Their components are integers, too. The spins S,
have the value +1 or —1. The factor 1/kT has been ab-
sorbed in the multispin coupling K and the field H. We
restrict ourselves to positive values of H and XK.

In order to obtain a clue to the phase diagram in the
K-H plane, we have applied mean-field theory to (1).
For n > 2, this theory predicts the existence of a first-
order line ending in a critical point (see Fig. 1, broken
line, for the case n=4).

More information about the possible location of a
phase transition follows from the fact that the models de-
scribed by (1) are self-dual.! In the thermodynamic lim-
it the reduced free energy per site,

fK,H)= Jim N ! lnéexp( —#/kT) , (2)

satisfies the duality relation
f(K,H) = % In(sinh2K sinh2H) + f (K, H) , 3)

where the dual field A and the dual coupling K are
defined by

sinh2K sinh2H =sinh2H sinh2K =1. 4)
The points on the self-dual line, given by
sinh2K sinh2H =1, )

are invariant under the duality transformation. Thus, if
the model exhibits a single phase transition, it is located
on the self-dual line (see Fig. 1). Furthermore, it is pos-
sible to show? that there is no phase transition for
sufficiently small K. A very simple model in the class
given by (1) is the Ising chain in a magnetic field, for
which it is easy to check the validity of (3). A phase

transition, however, is absent for finite K.

In this Letter, we investigate six less trivial models in
two and three dimensions by means of the Monte Carlo
method. Since rather long simulations are necessary as a
consequence of slow relaxation, we have made use of the
DISP (Delft Ising System Processor), a special-purpose
computer for the simulation of Ising models.>* It was
built in 1982 by one of us (A.H.). This device runs at a
speed slightly over 10® spin update attempts per second
and is able to simulate a wide class of Hamiltonians.
Lattice sizes are restricted to powers of 2. During the
simulation the processor keeps track of the lattice sums
conjugate to K and H without loss of time. Since long
simulations require good pseudorandom numbers, the
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FIG. 1. Phase diagram of model 2. The broken line shows
the mean-field prediction: a first-order line ending in a critical
point (x). The self-dual line is shown by the full and the dot-
ted lines. The full part shows the first-order line as found by
the Monte Carlo simulations. The critical point (®) separates
the first-order range from the range where a transition is ab-
sent (dotted line).
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random-number generator has been the subject of special
care.’

The models under investigation are characterized by
the lattice dimensionality d and the multispin coupling.
For easy reference, they are labeled 1 to 6.

(1) d=3, n=5, ag=(0,0,0), a; =(1,0,0), a,=(0,1,
0), a;=(1,1,0), and a4=(0,0,1). This model can be
trivially reformulated on the body-centered-cubic lattice;
the five-spin couplings then occur in the elementary
pyramids pointing upward.

(2) d=3, n=4, a;=(0,0,0), a; =(1,0,0), a, =(0,1,0),
and a3 =(0,0,1). This model can be equivalently formu-
lated on the face-centered-cubic lattice. The four-spin
interactions then occur in all elementary tetrahedra with
a given orientation (there are two possible orientations).

(3) d=2, n=5, apg=(0,0), a;=(1,0), a,=(0,1),
a;=(—1,0), and a;=(0,—1). On the square lattice,
the multispin interactions couple each spin to its four
nearest neighbors.

(4) d=2, n=4, ap=(0,0), a; =(1,0), a,=(0,1), and
a;=(—1,—1). When we place this model on the tri-
angular lattice, the four-spin interactions take the “Y”’
shape.

(5) d=2, n=4, a;=(0,0), a; =(1,0), a,=(0,1), and
a3=(1,1). These four-spin interactions couple the spins
of the elementary faces of the square lattice.

(6) d=2, n=3, ag=(0,0), a; =(1,0), a,=(0,1). On
the triangular lattice, the three-spin interactions couple
the spins of the elementary up triangles.

As a first step, we have determined the energy of these
models as a function of K for several values of H/K in
the neighborhood of the self-dual line. We have used
system sizes up to 323 (d=3) and 642 (d=2). For mod-
els 5 and 6 the energy has been found to depend continu-
ously on K, for H/K20.14. For smaller H/K, the re-
laxation time becomes very long, inhibiting further con-
clusions. For models 1-4, however, clear discontinuities
in the energy are apparent on the self-dual line for
sufficiently small H/K. For larger values of H/K, the
energy behaves continuously and is nearly independent
of the system sizes. As an example we show some of the
results for model 1 in Figs. 2(a) and 2(b). The behavior
of models 2-4 is found to be qualitatively similar.

In order to locate the expected critical point at the end
of the first-order line, we have determined the magneti-
zation distribution and calculated the quantity

QW H) =((m—m) D /((m—m)* 6)

along the self-dual line for several values of the linear
size L of the system. Here m denotes the magnetization
per spin (—1=m=1) and m is the average of m.
Along the first-order line we expect Q(L,H)— 1 for
L— oo, while Q(L,H)— } where a phase transition is
absent. Scaling arguments5’ predict that at the critical
point, which separates both ranges of the self-dual line,
Q(L,H) converges to a universal constant Q. (between

l =
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FIG. 2. Energy of model 1 vs the multispin coupling K (a)
for H/K =0.3554 and (b) for H/K =1.5893. The system size
is L=16; (a) and (b) have been found to depend only weakly
on (not too small) L. The symbols indicate the way in which K
is varied: O, K increasing; X, K decreasing. The arrows show
the value of K for which (K ,H) is self-dual. The statistical er-
rors are less than the size of the symbols. (a) indicates a first-
order transition, (b) the absence of a transition.

+ and 1). Thus, the intersections of the Q(L,H) vs H
curves for subsequent values of L may serve to estimate
the critical field H.. Figure 3 shows the results for
Q(L,H) from the simulation of model 2, with L =4, 8,
16, and 32. A typical number of sweeps used for the
lowest value of H is 107, while lattice sums have been ac-
cumulated at intervals of twenty sweeps. The data
shown in Fig. 3 indicate the existence of a critical point
at H,=0.295(1). Similar analyses have been performed
on models 1, 3, and 4; the results in terms of H, and Q.
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FIG. 3. The quantity Q [defined in Eq. (6)] of model 2 vs H
along the self-dual line for a number of system sizes L. The
curves serve only as guides to the eye. Where no error is
shown, the statistical errors are less than or equal to the size of
the symbols. The intersection points serve to estimate the criti-
cal point and the critical ratio of Q..

are summarized in Table 1.

Another method to determine the location of a critical
point uses the finite-size dependence of the susceptibility
x(L,H). Neglecting corrections to scaling, we have, at
criticality,

2(L,H)~L*"4, @)

where Yy is the magnetic exponent. Using subsequent
system sizes L and 2L,

1 | loglyQ2L,H,.)/x(L,H,)]

= +d|=Yy. ®)
2 log2 "

In Fig. 4 we use model 3 as an example, and plot the
left-hand side of (8) versus H along the self-dual line for
subsequent values of L. The values of H in the intersec-
tion points serve as estimates of H.. They agree satisfac-
torily with the aforementioned results from the magneti-
zation distribution. The results for H, presented in
Table I are derived from the combination of both analy-
ses.

Similar analyses for models 1, 2, and 4 lead to similar
conclusions. The observed finite-size dependence of the
H, estimates is less pronounced for model 2. The results
in terms of Yy are included in Table I.

The results for Q. may be compared to the universal
values Q. =0.856 and 0.62 for the d =2 Ising model®-1°
and the d=3 Ising model,'! respectively. Furthermore,
the magnetic exponent Yy = % for the d =2 Ising mod-
el'? and Y =2.484(6) for the d =3 Ising model.!® This
comparison shows that the critical behavior of the
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FIG. 4. Left-hand side of Eq. (8) for model 3 vs the field H
along the self-dual line for three systems sizes L. The curves
serve only as guides to the eye. The statistical errors are less
than or equal to the size of the symbols. The intersections
yield estimates of the critical point as well as the magnetic ex-
ponent Y.

present models agrees with that of the appropriate Ising
universality class. In order to appreciate this
classification, note that the usual Ising symmetry, which
connects positively and negatively magnetized states on
the phase transition line, is absent in the present models
described by (1). The observed first-order lines separate
two states with different, but positive, magnetizations.
These states may be interpreted as ‘“‘dilute” and “dense,”
according to the density of + spins. In this lattice-gas
interpretation, our models 1-4 are similar to gas-liquid
systems, which also have a first-order line, which
separates a dilute from a dense phase, and which ends in
a presumably Ising-type critical point.'* The equiva-

TABLE I. Critical-point data for models 1-6. For models 5
and 6 our results are consistent with the absence of phase tran-
sitions. Shown are the results for the reduced critical field H.,
the dimensionless ratio Q. of moments of the magnetization
distribution, and the magnetic exponent Y. The methods
used for their determination are described in the text. Also
shown is the total number of elementary Monte Carlo steps
performed for each model.

Model H, 0. Yu No. Monte Carlo steps
1 0.378(3) 0.64(2) 2.50(5) 2.9x10"
2 0.295(1) 0.65(2) 2.52(5) 8.3x10!!
3 0.195(5) 0.83(2) 1.90(5) 3.9x10"
4 0.239(4) 0.84(2) 1.85(5) 6.4x 10"
5 <0.14 6.6x10!!
6 <0.14 8.2x10"!
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lence with a lattice gas is most easily demonstrated for
the case that n is even. We transform the Ising variables
into lattice-gas variables u,=(1+S,)/2. Then, (1) be-
comes

P
o Eo+2(nkK H))r:ur
_4Kzurzur+a,—a,+ T, )

r i=j

where E is a constant. The second term accounts for
the chemical potential of the lattice gas, and the third
term for an attractive potential between neighbors as
specified. The ellipses stand for higher-order interac-
tions. Our results suggest the existence of a class of
models for which these are irrelevant. Such models,
defined by (9) [or (1)], belong to the same universality
class as the simple lattice gas described by a chemical
potential and pair interactions.
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