VOLUME 63, NUMBER 12

PHYSICAL REVIEW LETTERS

18 SEPTEMBER 1989

Observation of Combined Josephson and Charging Effects in Small Tunnel Junctidn Circuits
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Experiments on small superconducting tunnel junctions in a Giaever-Zeller-plus-SQUID geometry
clearly show an I(V) feature due to Josephson supercurrent in a regime where single-electron charging
effects are dominant. The I(F) data exhibit marked oscillations with gate voltage characteristic of
single-electron charging. The Josephson feature shows both this effect and SQUID-related oscillations
with applied magnetic field. The behavior can be understood through the usual model for charging
effects in such circuits, extended to include two-electron transitions.

PACS numbers: 74.50.+r

In small superconducting tunnel junctions charging
and Josephson effects compete in that they involve non-
commuting operators for the charge imbalance and the
Josephson phase difference. The relevant parameters are
the single-electron charging energy E. =e?%/2C, where C
is the effective capacitance and the Josephson coupling
energy E; = hI./2e, where I, is the maximum tunnel su-
percurrent. For E./E;>1 one expects well-defined
charging effects and suppressed Josephson effects, and
vice versa for E./E;<1. Experiments on charging
effects typically employ low-C junctions of dimensions
~0.1 um. Resistances R are often large as well which
reduces E; according to I, =n2A/4R, where 2A is the su-
perconducting energy gap. Several such experiments,
having E./E;>1, have used Giaever-Zeller (GZ) cir-
cuits,'™® which in essence have two junctions in series
with a low-capacitance central region. These showed
clear charging effects in the current-voltage characteris-
tics 7(¥) due to the single-(quasi)particle tunneling
current I, but coexisting Josephson-related behavior was
not reported. Other workers have examined single- and
multiple-junction circuits”® estimated to be in the region
around E./E;~1. These showed unusual Josephson be-
havior around ¥ =0, much of which was interpreted as
due to the interplay of Josephson and charging effects, as
was earlier work with point-contact SQUID’s.® Theoret-
ical interest in this regime, E.X E;, has focused on
Bloch oscillations in single junctions'®'* and the interac-
tion of charging effects with 7. 11516

We report experiments that show a clear case of coex-
isting Josephson and charging effects, for E./E;—~S5.
Both effects appear prominently in the (V) curves of
tunnel junctions in a GZ geometry. The circuits are like
those of Ref. 2 with the important addition that one
junction is replaced with a two-junction SQUID. This
allows identification of the 7(V) features arising from
Josephson currents in the SQUID with the familiar oscil-
latory dependence on magnetic field B. The observations
can be understood by extending the semiclassical model

of charging effects in GZ circuits, involving I -induced
one-electron transitions between discrete charge states,
to include Josephson-induced two-electron transitions.
While the effects are related to single-junction Bloch os-
cillations, they involve a distinct, unanticipated process
that depends on the multijunction nature of the circuit.

In a GZ circuit the central electrode has discrete elec-
trostatic voltage and energy levels dependent on the
charge state. The levels can be shifted by a voltage Vs
applied to an adjacent gate electrode, so the shape of the
I(V) is modulated (periodically) by V. %!” This modu-
lation is our main experimental tool for study of charg-
ing effects and often provides a direct measure of circuit
capacitances and E..

The two configurations used are sketched in Figs. 1
and 2. Three or four roughly square Al tunnel junctions
(2A~0.4 mV), of dimensions <$0.1 um, make contact to
a central bar of dimensions ~1 % (0.1-0.5) um?2. Fabri-
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FIG. 1. I(Vx) for a series of Va for the circuit at lower
right. The gate electrode, shown schematically at the left of
the circuit, is actually formed by the underlying substrate as
described in Ref. 2.

1307



VOLUME 63, NUMBER 12

PHYSICAL REVIEW LETTERS

18 SEPTEMBER 1989

I(nA)2

Vx (mV)

FIG. 2. Lower curves: A portion of the I(Vx) for a series of
Vum for the circuit at lower right. Dotted lines as described in
text. Upper curves: The B dependence of the peak.

cation was as in Ref. 2. The multijunction nature allows
measurement of R for each junction. As the (V) curves
are most readily interpreted for the two junctions in
series, connections are made as in, e.g., Fig. 1 where F is
connected to the voltage bias (Vx) and G and H to
ground. Then G and H see the same bias and act as one
junction. Note that in Fig. 2 the left-most junction leads
are connected a few microns away to form the supercon-
ducting interferometer, or SQUID.

The sample sketched in Fig. 1 had junction dimensions
~0.05 um. This sample, which showed no Josephson
behavior, provides our best example of the interaction of
charging effects and I, and of the validity of the semi-
classical model in this regime. The junction resistances
were ~—7-8 MQ and the measured capacitance C’,
defined below, was ~0.2 fF, giving E./E;=6%103, Fig-
ure 1 shows a set of I(Vx), at T~0.2 K, spaced by their
fixed values of V),. Each has high resistance at low Vy,
an onset of I at various Vx~1 mV, and several steps in /
at higher V. The shape of I(Vx) varies markedly and
periodically with V), and the positions in Vx vs Vs of
the onset and steps in I form patterns of intersecting
straight lines.

To review the model'!>-!7 (see the circuit in Fig. 3),
subscripts X, Y, Z, and M refer to the bias, central,
ground, and modulation electrodes. There are voltages
Vx, Vy, Vz =0, and V), junctions Jxy and Jyz, capaci-
tances Cxy, Cyz, and Cys whose sum is C’, and N, the
excess number of electrons on Y. (For simplicity we pre-
tend electrons are positive.) Current I flows from X to Z
by stochastic tunneling of electrons through Jxy and Jyz
at rates dependent on ¥Vx —Vy and Vy. The central volt-
age obeys Vy=(Cxy/C'YWx+ (Cyy/C')Vy+Ne/C' (N
=0, *1,...). These discrete Vy levels, spaced by e/C’,
shift with Vx and V. As changing Vs by e/ Cyp shifts
the levels by e/ C’, the shape of I1(Vy) oscillates with Vs
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FIG. 3. Simulated 7(Vx, V) for the circuit at upper left.

with this period. The rate Pyz, say, at which electrons
tunnel from Y to Z through Jyz at initial bias Vy,
resembles in shape a superconducting tunnel junction
I(V) displaced to higher bias by e/2C' [see Fig. 4(a)l,
being small for Vy <2A+e/2C' (the energy-gap
feature) and large above, and similarly for Pxy, Pyx,
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FIG. 4. (a) A charging voltage-level diagram including a
two-electron transition. (b) Simulated 7(Vx, V) based on the
model.
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and Pzy. With time, the system hops randomly from
level N to N*1 at rates given by the four P;;. From
this model one may simulate I(Vx,V), as in Fig. 3.
These closely resemble the data of Fig. 1. The increases
in I occur on lines of Vx and Vs where Vy or Vx —Vy
levels pass through the gap feature in the corresponding
P;;. Thus lines of dVx/dVy >0 come from Jxy and
have slope Cyas /(Cyz+ Cyar), etc. These linear features
in Fig. 1 give directly Cxy =64+t 4 aF, Cyz=10417
aF, and Cyy =41.6 £ 0.5 aF. The simulations of Fig. 3
use these values, the measured Rr=7.5%+0.25 MQ,
Rg=325 £0.5 M@, and Ry=8.5%0.25 MQ and a
BCS-model P;; with a somewhat broadened gap. Similar
agreement of I(Vx,Vys) with simulations is also found
for these junctions in the normal state.

Several samples, having 0.5 SE./E; S 10, showed both
charging and Josephson behavior. Charging (Josephson)
behavior was strong at the higher (lower) end of this
range and weak at the other. We focus on one sample of
E./E;~5, since understanding Josephson behavior in
the presence of strong charging effects seems of special
interest (and a prerequisite for study of the intermediate
range). Also we can hope to understand the behavior as
a perturbation on the charging model. The sample is a
SQUID plus two single junctions (of dimensions ~0.1
um) in contact with a central region, connected as in
Fig. 2. The measured R’s were 98.2+2, 169+ 2, and
163 =2 kQ for the SQUID S and junctions P and 7, re-
spectively. The measured C' was 1.5 fF (reflecting the
larger sizes), giving E. ~8x10 ~2* J, while the nominal
E;for S+P (R~62k0)is ~1.5 x10 ~2* J. The lower
curves in Fig. 2 are a set of the I(Vx,V)s) in the region
0.3<Vxy<15 mV, at T~0.35 K. Above the gap the
shapes resemble those in Fig. 1, although the charging-
effect structure is weaker due to the smaller e/C'. From
the structure one obtains Cxy =970 90 aF, Cyz =324
+ 50 aF, and Cyy =193 % 3 aF.

The Josephson-related feature is the current peak of
~0.3 nA at ~0.55 mV. It shows strong periodic modu-
lation in amplitude and some in position with V).
Confirmation that this peak involves Josephson effects
come from the B dependence shown in the upper curves
in Fig. 3. These are a series of I(Vy) curves taken
around the peak spaced by the corresponding increments
in B. The Vjs was fixed at a value for which the peak
was large. The peak amplitude oscillates with B with a
1.7 G period. The same period is seen in this geometry
for low-R samples dominated by Josephson effects, and
is reasonable for the ~8-um? loop area, allowing for
field enhancement by flux diversion from nearby super-
conducting areas. The peak and its companion at Vxy <0
oscillate in phase and are largest at B=0. Part of the
peak may be due to junction P. For the region Vx <0.4
mV, not shown in Fig. 2, I remains small with weak B
and V)s-dependent thermally activated structure invisi-
ble on the scale of Fig. 2 at this temperature. No struc-

ture near Vxy =0 of the sort described, e.g., in Ref. 8 is
seen.

This behavior can be accounted for by including two-
electron transitions in the charging model, as in Fig.
4(a). Shown are the bias Vx, ¥z =0, and the Vy levels
labeled by N, along with the rates Pxy and Pyz drawn so
that the Vy levels intersect at the proper bias points.
(We neglect Pyx and Pzy.) The spacings correspond
roughly to the sample of Fig. 2 biased at the current
peak. Previously we considered just the N— N=X1 I,
transitions, indicated by straight arrows whose weights
reflect the rates. To review, suppose that —2<N=<1.
As Pxy and Pyz are small, the system jumps slowly, ran-
domly between neighboring levels. If it reaches /N =2
then because Pyz is large (above the gap) an electron
soon tunnels from Y to Z, causing a quick return to the
N=1 level. Similarly a jump to N = — 3 soon falls back
to N=—2,

Now consider the suggested additional N— N *2
Josephson transitions [wavy line in Fig. 4(a)l. These
occur because the tunneling Hamiltonian has an effective
matrix element of size E;/2 coupling states differing by
one electron pair.'® Suppose for simplicity that E; < E..
Then these states are coupled strongly only when they
are nearly equal in energy (in the sense given below).
For this circuit this equality occurs whenever any level N
happens to lie at ¥y =0 or Vx—Vy=0. (This occurs
periodically with ¥V, for any fixed Vx.) The two levels
involved are N+1 and N—1 (not N). For instance, in
Fig. 4(a) the N=2 level is at Vx —Vy=0. Starting in
level 1, no network is required to transfer a pair of elec-
trons from X to Y, ending in level 3. Thus the N =1 and
N=3 levels have equal energy in this sense and are
separated by two electrons, so they are strongly mixed by
the Josephson coupling. In quantum terms, symmetric
and antisymmetric combinations of states |1) and |3)
are eigenstates and the energies are split by E;. This
mixing of equal-energy N levels is much like that in
Bloch oscillation theories. '°-'#

We suggest that this mixing causes the current peak
through the following multistep process: Suppose that
initially N =0 and a 0— 1 I, transition occurs to state
|1). The Josephson coupling causes an admixture of
state | 3) to occur, starting perhaps as a coherent oscilla-
tion at a rate ~E;/h =I./2e. By itself this 1 2 3 process
gives no net dc current. For the bias condition in Fig.
4(a), however, the N=3 level lies well above the gap in
Py and a 3— 2 I, transition, due to an electron tunnel-
ing in Jyz, soon interrupts the 123 mixing. If, as
shown, the V=2 state also exceeds the Pyz gap, a simi-
lar 2— 1 I, transition soon follows. The system is now
in | 1) again, and the process repeats. This Josephson-
plus-quasiparticle (JQP) cyclic process does give current,
by repeated tunneling of single electrons through Jyz
and of pairs through Jxy. After many repeats the cycle
will be interrupted by a 1— O transition. The system
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then hops slowly among lower NV levels until it happens
to reenter the N =1 level and the JQP cycle starts anew.
The essence of the effect is the I; tunneling in one junc-
tion being fed by and feeding the level-mixing process in
the other junction in cyclic fashion.

This picture accounts for several features of the data:
(1) The position and in part the shape of the peak come
about because the JQP cycle is efficient only for the win-
dow 2A+e/2C' <Vx <2A+3e/2C'. For lesser Vx,
N =2 is below the gap in Pyz so the low 2— 1 rate is a
bottleneck. For greater ¥x, N =1 moves above the gap
and the 1— O rate becomes large compared to that of
0— 1, reducing the time spent in the cycle. (2) For
fixed Vx the alignment occurs periodically with V), as
successive levels pass through the Vy—Vy=0x E; re-
gion of strong mixing. This causes the periodic rise and
fall of the peak with V)4, and also affects the peak shape
by level movement with V. (3) The Vx and Vs at
which peaks occur (these lie at the peak bases in Fig. 2)
should fall on a line of Vx—Vy=0. From the capaci-
tances and the pattern symmetry this line is bounded by
the dotted lines in Fig. 2. (4) The peak size depends on
the JQP cycle rate, some fraction of I.(XY)/2e, reduced
by the dead time spent in other levels. We have made
simulations using BCS P;; and assuming for the JQP cy-
cle that mixing occurs via coherent oscillations, and that
N— N=*1 transitions occur at the P;; given rates
weighted by the probability that the system is in | V).
The resulting I(Vx,Var) in Fig. 4(b) show a peak similar
to that in the data, but ~3 times larger. This discrepan-
cy may be because the dead time (~30%) is sensitive to
small changes in Pxy and Pyz below the gap. Alternate-
ly, the model may be insufficient, e.g., the lifetime of the
123 oscillation is only ~ § cycle at the peak, suggest-
ing that a fuller quantum treatment may be needed. (5)
One would expect a similar peak when levels align with
Vy =0, with the roles of Jyz and Jxy reversed. This
peak would be small, however, because the ~2.5:1 ratio
of resistances of Jyz and Jxy means the system seldom
visits levels near ¥y =0 in the ¥x window of (1). Simu-
lations bear this out. For the more symmetric connec-
tion of S to Vx and P+ T to ground, two peaks do occur.

We must defer discussion of relevant issues such as
temperature dependence (the peak persists to T~1 K),
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alternate wiring, behavior at low Vx =0, effect of high B,
and of other samples. In summation, we have observed
Josephson effects in a limiting case of an effective two-
level system. It is remarkable that even for E.~S5E;
and kT~ 10E; the Josephson current is still able to car-
ry a significant fraction of I..
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